Abstract:

This deliverable specifies the network architecture and protocols, which are suitable for the provision of services and applications in CAPANINA operating scenarios. Based on the basic assumptions and the network architecture’s requirements, the specification work of the network architecture and protocols can be reduced to the identification of the main issues specific to HAP-based broadband access network and their detailed consideration. These issues include: (i) investigation of QoS implementation and service provisioning for the mobile access network, described in Chapter 3 focusing on effective packet scheduling and admission control applicable to HAP-based wireless networks, capable to guarantee QoS requirements; (ii) investigation of additional network elements and/or functionality required to implement load balancing, error detection and recovery solutions in multiple HAP constellations, carried out in Chapter 4; (iii) investigation of path optimization, home agent placement and multi-homing architectures in the context of network layer mobility support with the aim to improve the backhaul link utilization, addressed in Chapter 5; (iv) investigation of the impact of physical network topology to wavelength requirements in all-optical backhaul network based on HAPs and performance evaluation of different routing and wavelength assignment schemes, described in Chapter 6; and (v) identification, specification and categorization of HAP-networks specific management parameters, which are missing in the existing management standards, given in Chapter 7.
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EXECUTIVE SUMMARY

This document forms a deliverable from the CAPANINA workpackage WP2.5 concerned with network architecture and protocols. The purpose of this document is the specification of the network architecture suitable to deliver candidate services and applications targeted in CAPANINA Deliverable D1. With the assumption that CAPANINA HAP networks will be IP-based, the existing IP-based standards can be used and therefore, instead of the whole specification of the network architecture, HAP-specific problems have been identified and solutions for these problems have been proposed.

The starting point of this work are the basic assumptions, detailed in Chapter 2, upon which we build the required network architecture, analyse existing protocols and propose necessary modifications to meet HAP-specific requirements. In particular, we summarise the intended use of HAP network, including a brief overview of business models and network scenarios, and present some alternative communication technologies suitable for various segments of the HAP network. These assumptions have important impact on the network architecture and implications for provision of QoS, routing, network management and other network layer functionalities addressed in this report, as we discuss in this chapter. The most important assumption is that the HAP network should be IP-based. In the light of basic assumptions, we review the requirements specified in CAPANINA Deliverable D13 and identify the essential problems to be addressed.

Chapter 3 considers the QoS implementation issues for CAPANINA HAP networks, looking at the link layer based on the IEEE 802.16-SC wireless access technology, at two IP-based end-to-end QoS architectures (IntServ and DiffServ), as well as at mapping between network layer’s QoS parameters and link layer’s QoS parameters. We support the use of hybrid QoS architecture comprising IntServ and DiffServ to exploit the advantages of both of these QoS architectures. The mapping between IntServ and DiffServ traffic classes have been already discussed in several studies, however, the implementation of IntServ and DiffServ in the HAP networks with the assumption of IEEE 802.16-SC as the wireless access technology emerges several problems that we address in this chapter. With the variable bit rate of the IEEE 802.16 wireless links using adaptive coding and modulation techniques, the effective packet scheduling and call admission control are open issues requiring adequate solutions. These two mechanisms are the main tools to implement QoS requirements of the network architecture. Effective packet scheduling and admission control are investigated, capable to guarantee QoS requirements while keeping the resource utilization as high as possible. Solutions are proposed specific for HAP-based wireless networks. Besides the packet scheduling and admission control, other state-of-the-art mechanisms such as Multi-protocol Label Switching (MPLS) and Type of Service (TOS) Routing, can be combined with DiffServ to support QoS efficiently, as we show with performance evaluation based on simulations.

In Chapter 4, the load balancing is considered as a mechanism to use network resources efficiently and avoid poor performance in heavily loaded situations. In particular, the network architecture implications of using multiple platforms with partially or completely overlaid coverage areas are investigated, focusing on required additional network elements/functionality to provide the capacity increase. Different load balancing policies are discussed for the basic utilisation of multiple HAPs supporting only outbound connections from the HAP network, as well as for the advanced utilisation of multiple HAPs supporting outbound and inbound connections. In addition to increased system capacity multiple HAP constellations can also be used to improve the resilience of the system, which is an important parameter in designing a wireless system. The communications between users and HAPs, between HAPs or between HAP and terrestrial gateway will be wireless. Additionally, the floating or flying nature of the platforms will increase the potential for transmission errors, similar as in mobile communications, only that here we deal also with the mobility of base stations and not only the end users. Fast error detection and recovery is thus one of the most important issues and is also discussed in Chapter 4. Particular focus is given to MPLS-based solutions for error detection and recovery, by investigating several MPLS scenarios and their performance.

In Chapter 5 the network layer protocols and algorithms for provision of mobility support are studied. In addition to end-node mobility, a concept of mobile routers is presented as an important future mobility scenario. HAP network is well suited to support mobile router on a vehicle, i.e. train, bus, ship or automobile. In particular, a scenario in which network connectivity is provided to the passengers onboard a train is considered. We designate this particular scenario as HAP-to-train scenario. Two-level
mobility emerges. Several issues are raised when Mobile IP is used as macro-mobility protocol. The main problem is that mobility has an adverse influence on the effectiveness of routing, which is of great importance when multiple wireless links are involved; and in HAP networks user-to-HAP links, backhaul links and inter-platform links are all wireless. Issues such as path optimization, home agent placement and multi-homing architectures are studied in detail as these mechanisms have substantial influence on the backhaul link utilization. We discuss how propositions that have emerged recently in the Internet community fit with the HAP network architecture. Original solutions are proposed; some of them are general enough to be applied to other types of access networks.

The concept of optical transport network and its application to CAPANINA HAP networks are discussed in Chapter 6, based on the assumption that the use of free-space optics can be extended from inter-platform links also to the backhaul uplink/downlink between the HAP and the fixed ground station. This high-speed all-optical network concept would satisfy the particularly bandwidth-demanding requirements of the aggregate traffic load from/to several tens or hundreds of cells within the HAP coverage area. We address various technologies and concepts supporting such optical transport network (OTN) including the wavelength division multiplex (WDM) concept and the wavelength routing. We investigate the impact of physical network topology to the number of different required wavelengths to maintain all-optical paths between all nodes in the network, taking into account some basic regular topologies as well as representative general topologies. We also provide representative simulation results investigating the impact of physical network topologies, the effect of link failure and the performance of different routing and wavelength assignment schemes. In particular, we show that the performance of the routing algorithm is by far more important than the performance of the wavelength assignment algorithm. We also show, both analytically for regular topologies and numerically for representative generalised topologies, that for large networks double/multiple-hop routing is inevitable.

In Chapter 7 we show that increasing the management reliability is an important factor to be solved for the management of HAP networks. We analyse several network management solutions and select the suitable one for HAP networks. We identify several management parameters, specific to the HAP networks, which are still missing in the existing management standards, and we specify these parameters and categorize them into different groups.

The basic assumption taken in this study, i.e. that CAPANINA HAP network should be based on the IP standards, allowed the approach where different HAP-specific issues were identified and addressed within the dedicated personnel and time resources. The issues addressed in this report more in detail represent the subset of HAP-specific networking issues that are particularly relevant for the specific CAPANINA high-speed train operating scenario. In this scenario IEEE 802.16-SC standard has been selected for the wireless access technology bridging the mobile collective networks and the network of HAPs, and the second year trial confirmed the possibility to use free-space optics for the backhaul uplink and downlink between HAP and a fixed ground station in cloud-free conditions. The solutions for other identified HAP-specific issues requiring further investigation, however, are believed to be applicable to the CAPANINA operating scenario without major adaptations.
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<tr>
<td>APS</td>
<td>Adaptive Burst profile Scheduling</td>
</tr>
<tr>
<td>BB</td>
<td>Bandwidth Broker</td>
</tr>
<tr>
<td>BE</td>
<td>Best Effort Service</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BGP</td>
<td>Border Gateway Protocol</td>
</tr>
<tr>
<td>BU</td>
<td>Binding Update</td>
</tr>
<tr>
<td>CAC</td>
<td>Call Admission Control</td>
</tr>
<tr>
<td>CBR</td>
<td>Constraint Based Routing</td>
</tr>
<tr>
<td>CID</td>
<td>Connection Identification</td>
</tr>
<tr>
<td>CLS</td>
<td>Controlled Load Service</td>
</tr>
<tr>
<td>CMIP</td>
<td>Common Management Information Protocol</td>
</tr>
<tr>
<td>CMOT</td>
<td>CMIP Over TCP/IP</td>
</tr>
<tr>
<td>CN</td>
<td>Correspondent Node</td>
</tr>
<tr>
<td>CoA</td>
<td>Care-of Address</td>
</tr>
<tr>
<td>CPS</td>
<td>Common Part Sublayer</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial Off-The-Shelf</td>
</tr>
<tr>
<td>CPE/TE</td>
<td>Customer Premise Equipment / Terminal Equipment</td>
</tr>
<tr>
<td>CR-LDP</td>
<td>Constraint-based Routing Label Distribution Protocol</td>
</tr>
<tr>
<td>CS</td>
<td>Convergence Sublayer</td>
</tr>
<tr>
<td>DiffServ</td>
<td>Differentiated Services</td>
</tr>
<tr>
<td>DHCP</td>
<td>Dynamic Host Configuration Protocol</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>DIUC</td>
<td>Downlink Interval Usage Code</td>
</tr>
<tr>
<td>DL</td>
<td>Down Link</td>
</tr>
<tr>
<td>DRCL</td>
<td>Distributed Relative Capacity Loss</td>
</tr>
<tr>
<td>DSA</td>
<td>Dynamic Service Addition</td>
</tr>
<tr>
<td>DSC</td>
<td>Dynamic Service Change</td>
</tr>
<tr>
<td>DSCP</td>
<td>DiffServ Code Point</td>
</tr>
<tr>
<td>EDFA</td>
<td>Erbium Doped Fiber Amplifier</td>
</tr>
<tr>
<td>EF</td>
<td>Expedited Forward</td>
</tr>
<tr>
<td>E-LSP</td>
<td>EXP-Inferred-PSC LSP</td>
</tr>
<tr>
<td>ER</td>
<td>Edge Router</td>
</tr>
<tr>
<td>FA</td>
<td>Foreign Agent</td>
</tr>
<tr>
<td>FEC</td>
<td>Forwarding Equivalence Class</td>
</tr>
<tr>
<td>FF</td>
<td>First Fit (assignment)</td>
</tr>
<tr>
<td>FIFO</td>
<td>First-In First-Out</td>
</tr>
<tr>
<td>FIS</td>
<td>Fault Indication Signal</td>
</tr>
<tr>
<td>FR</td>
<td>Fixed Routing</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
</tr>
<tr>
<td>GGSN</td>
<td>Gateway GPRS Support Node</td>
</tr>
<tr>
<td>GMPLS</td>
<td>Generalized Multi-Protocol Label Switching</td>
</tr>
<tr>
<td>GN</td>
<td>Global Network</td>
</tr>
<tr>
<td>GS</td>
<td>Ground Station</td>
</tr>
<tr>
<td>GW</td>
<td>Gateway</td>
</tr>
<tr>
<td>HA</td>
<td>Home Agent</td>
</tr>
<tr>
<td>HAP</td>
<td>High Altitude Platform</td>
</tr>
<tr>
<td>HAT</td>
<td>HAP Access Terminal</td>
</tr>
<tr>
<td>HMIP</td>
<td>Hierarchical Mobile IP</td>
</tr>
<tr>
<td>HoA</td>
<td>Home Address</td>
</tr>
<tr>
<td>ICMP</td>
<td>Internet Control Message Protocol</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronic Engineers</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>IGP</td>
<td>Interior Gateway Protocol</td>
</tr>
<tr>
<td>IntServ</td>
<td>Integrated Services</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>I/O</td>
<td>Input/Output (module)</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IPv4</td>
<td>IP version 4</td>
</tr>
<tr>
<td>IPL</td>
<td>Inter-Platform Link</td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
</tr>
<tr>
<td>ITU-T</td>
<td>International Telecommunications Union - Telecommunications</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LCoA</td>
<td>On Link Care-off Address</td>
</tr>
<tr>
<td>LD</td>
<td>Link Degraded</td>
</tr>
<tr>
<td>LER</td>
<td>Label Edge Router</td>
</tr>
<tr>
<td>LF</td>
<td>Link Failure</td>
</tr>
<tr>
<td>L-LSP</td>
<td>Label-Only-Inferred-PSC LSP</td>
</tr>
<tr>
<td>LOS</td>
<td>Light Of Sight</td>
</tr>
<tr>
<td>LSP</td>
<td>Label Switching Path</td>
</tr>
<tr>
<td>LSR</td>
<td>Label Switching Router</td>
</tr>
<tr>
<td>MAC</td>
<td>Media Access Control</td>
</tr>
<tr>
<td>MAP</td>
<td>Mobile Anchor Point</td>
</tr>
<tr>
<td>MIB</td>
<td>Management Information Base</td>
</tr>
<tr>
<td>MIP</td>
<td>Mobile IP</td>
</tr>
<tr>
<td>MIPv4</td>
<td>MIP version 4</td>
</tr>
<tr>
<td>MIPv6</td>
<td>MIP version 6</td>
</tr>
<tr>
<td>MN</td>
<td>Mobile Node</td>
</tr>
<tr>
<td>MPLS</td>
<td>Multi-Protocol Label Switching</td>
</tr>
<tr>
<td>MR</td>
<td>Mobile Router</td>
</tr>
<tr>
<td>NEMO</td>
<td>Network Mobility Working Group</td>
</tr>
<tr>
<td>NLOS</td>
<td>Non Light-Of-Sight</td>
</tr>
<tr>
<td>nrtPS</td>
<td>Non-Real-Time Polling Service.</td>
</tr>
<tr>
<td>OCX</td>
<td>Optical Cross Connect</td>
</tr>
<tr>
<td>OD</td>
<td>Origin-Destination (pair)</td>
</tr>
<tr>
<td>OE</td>
<td>Optical to Electronic (conversion)</td>
</tr>
<tr>
<td>OEO</td>
<td>Optic-to-Electronic-Optic (conversion)</td>
</tr>
<tr>
<td>ORC</td>
<td>Optimized Route Cache Management Protocol</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>OSS</td>
<td>Operational Support System</td>
</tr>
<tr>
<td>OTN</td>
<td>Optical Transport Network</td>
</tr>
<tr>
<td>PAT</td>
<td>Pointing, Acquisition and Tracking</td>
</tr>
<tr>
<td>PD</td>
<td>Path Degraded</td>
</tr>
<tr>
<td>PF</td>
<td>Path Failure</td>
</tr>
<tr>
<td>PHA</td>
<td>Proxy Home Agent</td>
</tr>
<tr>
<td>PHB</td>
<td>Per-Hop Behaviour</td>
</tr>
<tr>
<td>PMAP</td>
<td>Proxy Mobility Anchor Point</td>
</tr>
<tr>
<td>PML</td>
<td>Path Merge LSR</td>
</tr>
<tr>
<td>PMP</td>
<td>Point-To-Multipoint</td>
</tr>
<tr>
<td>POR</td>
<td>Point Of Repair</td>
</tr>
<tr>
<td>PSL</td>
<td>Path Switch LSR</td>
</tr>
<tr>
<td>R</td>
<td>Random (assignment)</td>
</tr>
<tr>
<td>RADIUS</td>
<td>Remote Authentication Dial In User Service</td>
</tr>
<tr>
<td>RCoA</td>
<td>Regional Care-off Address</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>rtPS</td>
<td>Real-Time Polling Service.</td>
</tr>
<tr>
<td>RSVP</td>
<td>Resource Reservation Protocol</td>
</tr>
<tr>
<td>RSVP-TE</td>
<td>Resource reSerVation Protocol - Traffic Engineering extension</td>
</tr>
<tr>
<td>RWA</td>
<td>Routing and Wavelength Assignment</td>
</tr>
<tr>
<td>SC</td>
<td>Single Carrier</td>
</tr>
<tr>
<td>SLA</td>
<td>Service Level Agreement</td>
</tr>
<tr>
<td>SNMP</td>
<td>Simple Network Management Protocol</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SME</td>
<td>Small and Medium size Enterprise</td>
</tr>
<tr>
<td>SOHO</td>
<td>Small Office, Home Office</td>
</tr>
<tr>
<td>SS</td>
<td>Subscriber Station</td>
</tr>
<tr>
<td>TACACS</td>
<td>Terminal Access Controller Access-Control System</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TDM</td>
<td>Time Division Multiplexing</td>
</tr>
<tr>
<td>TMN</td>
<td>Telecommunications Management Network</td>
</tr>
<tr>
<td>ToS</td>
<td>Type of Service</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>TTL</td>
<td>Time-To-Live</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>UGS</td>
<td>Unsolicited Grant Service</td>
</tr>
<tr>
<td>UIUC</td>
<td>Uplink Interval Usage Code</td>
</tr>
<tr>
<td>UL</td>
<td>Up Link</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>VOD</td>
<td>Video On Demand</td>
</tr>
<tr>
<td>VoIP</td>
<td>Voice Over IP</td>
</tr>
<tr>
<td>VPN</td>
<td>Virtual Private Network</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength Division Multiplexing</td>
</tr>
<tr>
<td>W-MAN</td>
<td>Wireless Metropolitan Area Network</td>
</tr>
<tr>
<td>WRR</td>
<td>Weighted Round Robin</td>
</tr>
</tbody>
</table>
1 Introduction

In order to efficiently provide broadband services to customer premises and fast moving vehicles scalable and manageable network architecture needs to be defined, possibly based on an all-IP network concept supporting IP protocol. For such network architecture the most suitable protocol stack needs to be defined, capable of (i) mapping end-user QoS requirements on network and lower layer protocols, (ii) efficient and reliable routing in the mobile environment involving trains and platforms, and (iii) implementing methods and concepts to optimise the link utilization and improve the network performance.

The purpose of the present document is the specification of suitable network architecture for CAPANINA High Altitude Platforms (HAP) networks. Network architecture hereby means the overall structure including all elements, functionalities, mechanisms, protocols necessary to deliver the predefined sets of services and applications defined in CAPANINA Deliverable D1. Different types of targeted applications and services, as well as the large set of requirements for a HAP networks as a wireless networks providing mobility and using floating or flying base stations, make the network architecture become rich in technical features. Therefore, the specification of the network architecture becomes very demanding and challenging work and an important part of CAPANINA project’s contributions.

In order to specify a suitable network architecture, we first have to determine the required features and functionalities as well as basic assumptions of the CAPANINA HAP network. CAPANINA Deliverable D13 has defined a comprehensive set of requirements regarding the protocol stack, forwarding & routing protocols, QoS solutions, network management solutions, operating system support, etc. This complex system of requirements makes the specification of the network architecture extremely comprehensive and demanding task, which can be significantly relaxed by a good selection of applicable basic assumptions. In this work they include assumptions about business models, networking scenarios and communication technologies suitable for various segments of the HAP network. One important assumption is that IEEE 802.16 Single Carrier is the wireless access technology standard for CAPANINA’s HAP networks. The other important assumption is that we consider IP as the network layer protocol. With the latter assumption, the re-use of architecture and protocol (quasi-)standards and proposals is strongly advisable for two reasons: firstly it facilitates seamless interoperability with existing networks and secondly it minimizes superfluous work that would lead to reproduction of already existing solutions.

With the assumption of using IP, the set of requirements for the network architecture reduces to a set of problems which are mostly HAP-specific. Even more, in this work we identify and investigate more in detail those problems that are predominantly CAPANINA scenario specific, in particular:

- How to guarantee the QoS in HAP network with the chosen wireless access technology? (addressed in Chapter 3)
- How to use load balancing in multiple HAP networks, what are its implications to the network architecture and functionality of network elements, and how to detect network errors and recover from errors? (addressed in Chapter 4)
- How to address the mobility problems in HAP networks with mobile end-users, routers and base stations? (addressed in Chapter 5)
- What are the technologies and concepts necessary for supporting all-optical backbone networks and how these concepts affect the network topology and architecture? (addressed in Chapter 6)
- How to manage the HAP networks efficiently and resiliently? (addressed in Chapter 7)

The main frame of the study has been defined based on the basic assumptions for the HAP network architecture and on the network architecture requirements and the impacts of basic assumptions in Chapter 2.
We focused on the problems related to QoS at the link layer in Chapter 3, especially on packet scheduling, measurement-based call admission control and QoS parameter mapping between the link layer based on IEEE 802.16-SC wireless access standard and networking layer considering a hybrid QoS architecture comprising of IntServ and DiffServ.

In Chapter 4, load balancing, error detection and recovery solutions are investigated from the perspective of additional network elements and/or functionality required in the network comprised of multiple interconnected HAP platforms.

In Chapter 5 we studied the network layer protocols and algorithms for the provision of mobility support, focusing on path optimization, home agent placement and multi-homing architectures, proposing some original solutions, which are general enough to be applied also to other types of access networks.

Chapter 6 addresses the concept of optical transport network and its application to CAPANINA HAP networks, focusing on the investigation of the impact of physical network topology to wavelength requirements and on the performance evaluation of different routing and wavelength assignment schemes.

In Chapter 7 we analyse several network management solutions and select the suitable one for HAP networks. We identify HAP-networks specific management parameters that are not addressed in the existing management standards and provide their specification.

Finally, in Chapter 8 we provide the overall summary of the work carried out in workpackage WP2.5 and draw some conclusions.
2 Basic Assumptions and Requirements

2.1 Introduction

In this chapter, the background information is given on the intended use of HAP network from the perspective of the CAPANINA project, including a brief overview of business models and network scenarios. Some alternative communication technologies suitable for various segments of the HAP network are briefly presented, together forming basic assumptions for the investigated HAP network architecture. These assumptions have a profound impact on the analysis of network architectures and, in the first place, the implications for provision of QoS, routing, network management and other network layer functionalities. General network architectures and requirements for HAP system, representing a starting point for the studies reported in this document, were proposed and discussed in [19]. General reference network architecture for providing services to fixed users and fast trains (or other means of transport), equipped with collective terminal interfacing between the on-board LAN and the HAP, is depicted in Figure 1. Such network can consist of multiple HAPs, which are connected via backhaul link to gateway (GW) and further to the backbone network. HAPs can be further interconnected with inter-platform links (IPLs), making the HAP network architecture more flexible by means of number of gateways and backbone infrastructure. Users will typically not access directly to the HAP but connect via fixed or wireless LANs to HAP Access Termination (HAT), which can be either fixed (i.e. mounted on the building) or mobile (i.e. mounted on the vehicle, such as fast train in the particular case of CAPANINA).

Figure 1: General multi HAP network architecture.

CAPANINA D13 deliverable [19] describes the general requirements for the network architecture. In the following a brief but essential summary of requirements is presented in order to support better understanding of objectives of this deliverable and to provide the baseline for the analysis and comparison of different alternative solutions of the network architecture for HAP networks. The
requirements are categorised according to service aspects, technical aspects and HAP-specific aspects.

- **Service aspects**
  - Service provision for private subscribers and "business" subscribers
  - Service requirements and QoS
  - Point-to-point, point-to-multipoint, broadcast

- **Technical aspects**
  - Communication technology (layer 1, 2 and 3, and equipment)
  - Network topology
  - Authentication and authorization solution
  - Routing
  - Network management
  - Cooperation with the existing networks
  - The use of COTS equipments, e.g. when IP or MPLS routers are used

- **HAP-specific aspects:**
  - Equipment size and weight
  - Energy consumption

Basic assumptions, especially the assumption that CAPANINA HAP networks are IP-based, have important impacts on the requirement system. More precisely, IP and the existing IP-based standards reduce the requirements for the network architecture. In the following, we will discuss about the impacts of basic assumptions on each requirement aspect.

## 2.2 Basic Assumptions

### 2.2.1 Business Models

To define a network architecture which can flexibly provide the candidate services and applications listed in CAPANINA Deliverable D1, business models should be considered in terms of architecture of the service, business actors involved and their roles, information flows in user, control and management plane.

We have following general business actors, which are described in CAPANINA Deliverable D1:

- HAP Network Operator
- Other Network Operator
- Service Provider
- Subscriber
- User

The HAP Network Operator is interested in making as much profit as possible. To do this, their network architecture has to be competitive in order to satisfy the customers’ demands: besides
providing high bandwidth, necessary features such as QoS mechanisms and multicast should be implemented in the HAP networks. Recently, the network operators tend to wholesale services, e.g. ADSL operators wholesale ADSL connections, to the service providers who maintain direct relationship with subscribers. By leaving the customer care to service provider partners, partly or entirely, the network operators can focus on developing advanced infrastructure by which new services can be easily developed and activated. However, co-operation support between the HAP Network Operator and the Service Provider is an emerging important factor in network architecture design.

Candidate CAPANINA services and applications work under the following business models:

- Internet connection
- Internet Connection for Users on High-Speed Vehicles
- Broadcast services

2.2.1.1 Internet Connection

The Service Provider (Internet Service Provider in this case) buys services from the HAP Network Operator and possibly other network operators to provide Internet connectivity for subscribers. In the service contract, the Subscriber and Service Provider agree on the billing method. The Subscriber pays the Service Provider fix monthly price or according to the used amount of traffic or a combination of fix monthly price and a variable traffic price.

The antenna and CPE/TE (Customer Premise Equipment / Terminal Equipment) can be provided by the Service Provider or can be bought by the users on the market. In the later case, the user, control and management interfaces between the CPE/TE and HAP network must be open to the CPE/TE manufacturers.

The Subscriber can choose suitable Internet connection service from several options with regard to guarantee of service quality such as minimum upload and download bandwidth, loss rate, delay, jitter, etc.

Important operations related to the Internet connection service are service activation, the authentication of the Subscriber, fault performance, usage monitoring, billing mediation and billing. In order to perform these operations, the cooperation between the Network Operators and the Service Provider is required.

There are two groups of solutions providing cooperation between Network Operators and the Service Provider. The first group to minimize the necessary cooperation between the Network Operators and the Service Provider is to direct all information from the users to the Service Provider which perform as many operations as possible (user authentication, IP address distribution, usage monitoring, billing mediation and billing). In these solutions, the network operator must provide a virtual connection between the users and the Service Provider and do not care what kind of data transferred in the connection.

The other group of solutions leaves the main part of operations to the Network Operator and performs only customer service and billing. The data coming from the users do not need to be directed to the Service Provider and therefore, this solution enhances the flexibility in using network resources.

2.2.1.2 Internet Connection for Collective Mobile Networks

The Service Provider in the case of Internet access on high-speed vehicles buys an Internet connection supporting mobility and roaming from the HAP network operator or another Internet Service Provider and provides Internet connectivity for travellers by installing a local Ethernet or Wi-Fi onboard. Currently, the well-known business model for this kind of service is the prepaid model applied for the Wi-Fi hotspot services. Prepaid subscribers can connect to the Internet only after successfully being identified by web-based authentication interface using valid username and password. The billing is based on connection time interval or amount of used traffic. The fee of Internet access can be included in the ticket fee. In that case, the authentication is not necessary.
2.2.1.3 Broadcast Services

Examples of broadcast services are digital TV and digital radio. Broadcasting via HAP broadband delivery could serve the rural area beyond the reach of cable TV. Since the Service Provider has to pay the Network Operator for the network usage, it is interested in minimizing the network resource usage while maintaining adequate quality level of media data. The broadcast service may be offered in different packages with different combinations of TV and radio channels. Broadcast channels can be encoded in order to avoid unauthorized access. A good key management is necessary. The decoding keys are replaced by new keys after a time interval. The subscribers, who did not perform the payment in time, do not receive the new keys for the service. The key sending should be done automatically to the set-top box which performs the decoding as well. The subscriber does not have to worry about the key exchange.

2.2.2 Network Scenarios

Network scenarios to be explored and analyzed need to be defined. We first identify possible alternatives and variations in system components. Then we compose the most probable scenarios.

From the system architecture perspective HAPs can be used as standalone platforms, providing broadband wireless access for single-user (mobile or fixed) or collective terminals (mobile or fixed) in the coverage area to the central ground station (GS). Furthermore, they can be interconnected via terrestrial links between gateways or via inter-platform links to form a network of HAPs.

Such a telecommunication system can be deployed as a stand-alone network, which applies to the case where the platform is used in a remote area, where no terrestrial network exists and there is also no connectivity to satellites. To fully exploit HAPs capabilities, a network of HAPs has to be connected to external networks via gateways providing suitable internetworking functionality. Ground terminals communicate with platforms via user links, while GSs, hosting gateways to external networks and different servers, are connected to platforms via backhaul links, together forming an up/down link segment.

Another classification of HAPs can be done according to the location of switching equipment. In the case that there are no switching equipment on-board HAP (transparent payload), all the switching is done in GSs. While transparent payload enables the platform payload complexity, weight and power consumption to be significantly reduced, the backhaul requirements are more demanding and traffic from/to different cells needs to be efficiently aggregated / split on the platform.

Platforms with on-board switching (switching payload) capabilities provide some gain in terms of QoS parameters (mainly delay) to communicating parties within the same platform coverage area and potentially reduce the backhaul traffic. Furthermore, in order to deploy the network of platforms, which are connected by inter-platform links, the use of switching payload is necessary.

Topology design phase depends heavily on types of services, which are required in the system, and also on the desired coverage area of the system. In order to increase the system capacity, the coverage area of each platform is further divided into cells using multi-beam antennas. The coverage area depends on the number and configuration of HAPs and on the elevation angle at which the communicating terminal sees the platform.

Different network architectures can be deployed by different possible interconnections. In general, we can define three network scenarios, which are described more in detail in the following subsections:

2.2.2.1 Standalone Platform Scenarios

2.2.2.1.1 Standalone Platform Scenario without On-Board Processing

In a standalone platform scenario the system coverage is limited to the cellular coverage of a single platform, enabling only communication between terminals within the coverage area, or with terminals in other networks using a gateway located in the ground station. In this scenario a HAP with transparent payload is used. The backhaul links are heavily loaded, as all the user traffic passes through them to GS. In Figure 2 if the terminal A wants to send data to terminal B, the data has to be transferred to GS (1a, 1b) and the GS send it back to the terminal B (2a, 2b).
Figure 2: Standalone platform without on-board processing.

In the simplest scenario without any on-board processing (Figure 2) the HAP has the role of a transparent transponder. It relays all signals from/to the subscriber stations to/from the gateway on the ground. In this case, even modulation/demodulation and coding/decoding is not necessary. With this scenario, all network architecture functionalities can be placed on the ground. Note that, in the case of transparent payload, even the traffic between two users within the same coverage is passing through the GS.

2.2.2.1.2 Standalone Platform Scenario with On-Board Processing

Figure 3: Standalone platform with on-board processing.

In the case of standalone platform scenario with on-board processing modulation/demodulation, coding/decoding and switching (routing) are implemented on board. If a subscriber terminal sends data to another one belonging to the same coverage of the HAP, the packets will be switched (routed) to the receiver directly without communication with the gateway (in Figure 3 the data transfer 1 and 2) on the ground as in the first scenario.
2.2.2.2 Multiple Platform Scenario with Inter-Platform Links

The scenario with platform interconnection via inter-platform links (IPLs) provides extended system coverage with significantly reduced terrestrial infrastructure. To support communication between adjacent platforms without any ground network elements each HAP payload includes a switching device and one or more inter-platform link terminals. Depending on the link budget analysis we can choose between optical and radio frequency terminals. In this scenario GSs are used mainly as gateways to other public and/or private networks, while providing also a backup interconnection between platforms in the case of IPL failure. Implementation of IPLs significantly reduces requirements for terrestrial and user/backhaul segments, provides high flexibility of system coverage, and supports system operation independent of terrestrial network. On the other hand, IPL terminals represent additional weight and power consumption on the platform and require steerable IPL antenna to maintain permanent connection.

An alternative scenario with satellite links can be used to integrate the HAP system into other non-local terrestrial or satellite networks. It is mainly targeted for the use in areas with deficient or non-existing terrestrial infrastructure, typically rural and remote areas. In addition to providing connection of the platform to other public or private networks via satellite, platform to satellite links could also be used as a backup solution in the case when the connection with the rest of the network via IPL or GS is disabled due to a failure (e.g. natural disaster) or extreme rain fading on ground to HAP segment. The main drawback of satellite links is a need to use heavier terminals with higher power consumption in comparison to IPLs, due to the longer communication paths which result in higher attenuation. An important problem might be also interference with other satellite communication systems operating in adjacent frequency bands.

In this report, a general network scenario of HAPs containing (typically optical) inter platform links, backhaul links, and on-board processing is considered (Figure 4). The processing power suffices for packet based switching and routing. Network elements on the ground provide HAPs with connection to the high-speed Internet through a set of backhaul links. In general we assume that user and backhaul radio communications with HAP take place in the mm-wave frequency bands. However, in Chapter 6 we also address the possibility to establish and use optical backhaul communication links in order to implement an all-optical transport network.

In addition to fixed users, mobile users connect to the HAP network. It is assumed that the prevailing type of mobile user would be a collective terminal mounted on a vehicle; i.e. bus, train, ship or automobile. The passengers access the network through a local wireless or wired network.

Furthermore, we assume that the HAPs and the terrestrial infrastructure belong to a single administrative domain.

In most cases HAP networks with multiple platforms will be used to interconnect isolated HAP coverage areas or, in the case of contiguous slightly overlapping coverage areas, to extend the system coverage beyond the coverage of a single HAP. However, multiple HAPs can be also deployed to serve a common coverage area in order to increase the capacity provided and/or to improve the system resilience. In practice, the deployment of a multiple HAP network will be driven by a combination of the above aspects.
2.2.3 Communication Technologies

The choice of communication technologies is driven by various criteria and in generally differs in different segments of the network. The basic assumption used in this study is based on the use of IEEE 802.16-Single Carrier (SC), selected in CAPANINA as the broadband wireless access standard at the physical and link layer for the high-speed mobile scenario. In the case of mm-wave band radio links we investigated two alternatives to complement this access standard, in particularly the concept of all-IP network with end-to-end IP connectivity on one hand, looking at packet scheduling and QoS implementation, routing and mobility support, and load balancing, and on the other the implications of using MPLS technology on top of link layer, mainly focusing on the solutions for error detection and recovery. In the case of optical links also on the backhaul uplink and downlink we finally investigated the applicability of optical communication technologies such as wavelength division multiplexing and wavelength routing, enabling the concept of all-optical transport network.

2.2.3.1 Access Segment

CAPANINA has chosen to select the IEEE802.16 standard as the basis of development for the mobile train application, following on from the previous work of HELINET, which selected the same standard for fixed broadband from HAPs. The primary reasons for the selection of IEEE 802.16 were the ability to cope with the CAPANINA data rates of 120 Mbps and the forecast requirement for the link symmetry in future broadband applications. The main issue that this choice leaves open is the possibility of handling mobility. At this stage, the standard is mainly intended for fixed access with extensions for mobility management being currently in the standardisation procedure under the label IEEE 802.16e.

IEEE 802.16 standard was designed primarily for point-to-multipoint (PMP) communication scenario (IEEE 802.16a can work in the mesh scenario). The CAPANINA project considers the PMP situation in which the subscriber terminals communicate with the base station placed on HAP. With this arrangement, direct radio communications between subscriber stations is not possible. A base station interfaces to one or more core networks.

The MAC layer of IEEE 802.16 standard comprises three sub layers. The Service Specific Convergence Sublayer (CS) transforms the data received from upper layers through the CS service access point to the MAC Common Part Sublayer (CPS), thus making the choice of wireless access standard transparent to the communication technologies implemented on the upper layers. The transformation includes the mapping of data from upper layer to MAC connection identified by a Connection Identification (CID). The CPS contains core functionalities of the MAC layer such as...
system access control, bandwidth allocation, connection establishment, connection maintenance, and QoS handling. Finally, the Privacy Sublayer (PS) provides authentication, key exchange and encryption.

The MAC layer connection is unidirectional and identified not by the sender and receiver MAC addresses, but by the Connection Identification (CID). A connection should be established between the communication peers to transport packets on the uplink or downlink. An uplink connection can be assigned to one of the QoS classes listed in Table 1.

### Table 1: QoS classes of IEEE 802.16 standard.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>UGS</td>
<td>Unsolicited Grant Service</td>
<td>For real-time service flows which generate fixed size packets on a periodic basis, e.g., VoIP without silence suppression.</td>
</tr>
<tr>
<td>rtPS</td>
<td>Real-Time Polling Service</td>
<td>For real-time service flows which generate variable size packets on a periodic basis, e.g., MPEG video.</td>
</tr>
<tr>
<td>nrtPS</td>
<td>Non-Real-Time Polling Service</td>
<td>For non-real-time service flows with guaranteed minimum rate.</td>
</tr>
<tr>
<td>BE</td>
<td>Best Effort service</td>
<td>Without any QoS guarantee.</td>
</tr>
</tbody>
</table>

The high flexibility of IEEE 802.16 is due to its capability of supporting multiple connections per terminal, and also multiple QoS levels per terminal. IEEE 806.16 standard focuses mainly on how to provide broadband connection at link layer and physical layer independent on the upper layers. Thus, deploying of upper network layer on the top of IEEE 802.16 requires some specific solutions such as for management and mapping of upper layer address to CID (the subscriber stations must receive a network layer address in order to perform the communication with other end hosts in the network), for packet scheduling to maintain requested QoS conditions on the uplink and downlink, for interaction between the QoS mechanisms provided by IEEE 802.16 at the link layer and end-to-end QoS mechanisms, etc.

#### 2.2.3.2 IP as the Network Layer Protocol

The most important requirement for the network architecture is the co-operation with the existing networks. A decision concerning this requirement has a significant influence on the specifications in this document. At the present and in the foreseen future, IP technology seems to be playing the key role in the global convergence process of different sectors e.g., telecom, data communication, radio and television. The doctrine “Keep-It-Simple” for the design and implementation of IP-based networks has significantly contributed to their great popularity and success. The overwhelming popularity of IP technology infers IP-based HAP network. Even more, all-IP approach is preferred, as explained in the following.

The essential attributes of an all-IP network are end-to-end IP connectivity all the way to the mobile node and IP-based control functions, including handover procedures and routing. All-IP networks rely entirely on IP, from the mobile station to the border routers towards external networks. Note that all-IP term is used for many emerging wireless networks. While most of them use IP for transport purposes only, all-IP term, as used here, should be understood as using IP in the native mode. Duality – transport only or native – can be hidden to upper layers, however choosing the native IP mode can have a significant impact on HAP network efficiency and performance.

For instance, ATM was chosen as the transport technology in UMTS, but higher-layer protocols demonstrate the UMTS openness toward a pure IP solution. IP is actually Layer-3 protocol which proves that these networks are also moving towards all-IP networks. However, pure IP solution is a major shift from current 3rd generation mobile networks where the last hop IP router is GGSN and native transport technology is not IP-based.
Numerous reasons speak for all-IP architecture. Using IP technology as the foundation of HAP networks makes engineering and economic sense. Today, IP is prevalent fixed networking standard. The philosophy embodied in the IP has made it ubiquitous. The main aspects of this philosophy are simple and stateless networks, with complexity pushed to the edge. The IP network is modular, with open interfaces placed along functional boundaries. A single cabling and routing network that would support all mobile and fixed users, public and private, would be preferred choice for network operators from economic as well as engineering perspective. Finally, at the user level, it is expected that all end user applications will be IP-based. Applications available on fixed networks will inherently be available on mobile networks, without their characteristics being impaired by specific mobile protocols. The same will apply to terminals where only an IP stack will be necessary. It is the native use of IP that more readily allows for building an efficient network regardless of access technologies. As the coverage of native IP increases, the wireless-specific protocols are pushed farther toward the access segment.

2.2.3.3 MPLS

MPLS is a technology defined by IETF and ITU-T in order to enhance the capability of the IP core networks of service providers. That is, a domain consisting of MPLS routers can be established in the core of IP networks. At the ingress point of an MPLS domain, the ingress Label Edge Router (LER), packets are classified according to packet header information (e.g., source/destination address, service class, etc.) or according to network related information (e.g., ingress port) or combinations of both. A group of packets treated in the same way is called Forwarding Equivalence Class (FEC). It is also possible to bundle a set of FECs and use one single label for this union. This procedure is known as aggregation.

Then a unique locally significant fixed-length label is chosen for packets belonging to a certain FEC and attached to each packet. Subsequent Label Switching Routers (LSRs) examine the packets’ labels, replace them with already specified new labels, and forward the packets according to information stored in a table to the next LSR, until the egress point (egress LER) of the network is reached. The unidirectional path along which a packet traverses the MPLS domain is called Label Switched Path (LSP) and it can be considered a tunnel in some ways, since the packets entering the path are fast-forwarded until the end of the path by just looking at the labels.

The forwarding procedure (forwarding plane) is completely decoupled from the MPLS control plane which gives HAP network provider a lot of possibilities to influence the network’s behaviour. The control plane itself can be divided into two parts. One part, the label distribution protocol, is responsible for distributing labels to all LSRs along an LSP. Currently two different protocols are defined by the IETF: (i) RSVP-TE (RFC 3209), the Traffic Engineering extension for MPLS to the Resource reSerVation Protocol, and (ii) CR-LDP (RFC 3213), the Constraint-based Routing Label Distribution Protocol, which has been newly developed for MPLS. In February 2003 the IETF decided to discontinue work on CR-LDP, so the former one should be preferred.

Although basic traffic engineering can be achieved by manually defining LSPs (explicit routing), one central goal in networks with fixed nodes is to automatically choose an adequate LSP through the MPLS domain in order to achieve maximal utilization of the network and to meet service class requirements like delay or guaranteed bandwidth. Therefore, it consists of mechanisms which gather network state information and compute routes for LSPs. The CBR (Constraint Based Routing) mechanism can be used to efficiently use the resource of the network.

MPLS is recommended as an optional but important building block in the network architecture for CAPANINA HAP network, which is motivated by the following reasons. MPLS plays a significant role in the IP core of service providers’ networks today because the traffic engineering feature of MPLS makes the cost-efficient utilization of networking resource possible. In addition, MPLS resilient mechanisms can help the HAP-based network service providers to cope (e.g.: reroute the affected connections/sessions to avoid failed links or network elements) with HAP-specific network failures, which are expected to be frequent in HAP networks having floating and/or flying base stations. It is worth mentioning that GMPLS (Generalized MPLS) can be used as the control plane solution for the HAP optical network comprising backhaul and inter-platform links.
2.2.3.4 All-optical Transport Network

The concept of all-optical HAP-based transport network emerges from the possibility to extend the use of free-space optics from inter-platform links (IPLs) also to the backhaul uplink/downlink (UL/DL) between HAP and the fixed ground station. Recent CAPANINA trials achieved a remarkable 1.25 GBit/s downlink transmission from the stratosphere to an optical receiver on the ground over a maximum link distance of 64 km [16].

Due to demanding requirements to backhaul uplink and downlink between HAP and the fixed ground station hosting a gateway to external networks, which will have to carry the aggregate traffic load from/to several tens or hundreds of cells, at least one ground station is expected to be positioned in each HAP coverage area. Their number will actually have to be based on link budget calculation taking into account also the expected traffic load. Therefore, capacity boosting all-optical alternative to mm-wave transmission technology, based on wavelength division multiplex routing, has been investigated in order to avoid unnecessary conversions between optical and electronic domains, as well as its limitations and implications to the network topology.

2.3 Network Architecture Requirements and the Impacts of Basic Assumptions

2.3.1 Service Requirements

In order to define the most suitable network architecture the set of candidate services and the implications of their provision need to be carefully assessed. Requirements should then be derived based on service characteristics and the required functionality.

A list of services that should be feasible via broadband HAP delivery are given in [17]. The range of candidate services identified therein is grouped with the requirements of each group as follows:

- Conversational services (e.g., voice and video telephony): they require data transfer with low delay and low delay variation, but may be more tolerant toward data loss depending on the applied encoding. Bandwidth requirements vary with the application (e.g. voice and/or video transfer).
- Streaming services (e.g., real time radio and television): they need low delay variation for the data transfer, but are less sensitive to delay and data loss, the latter depending on the applied encoding. Bandwidth requirements are usually high.
- Interactive services (e.g., the Web): their primary interest is low delay data transfer, and also minimal data loss, however, delay variation is not an issue. Their bandwidth consumption is usually not significant.
- Best-effort services (e.g., email and FTP): for them neither delay nor delay variation is an issue, however loss should be kept at a minimum level. Due to their best-effort nature bandwidth availability is not an issue.

These characteristics have to be considered when defining the network architecture. Even though the four service groups impose distinctively different requirements on the network, they share the need for some common functional entities. This need derives from the way an individual service is introduced, set up and operated in a network. The definition of the network architecture must also describe how these entities are realized.

The targeted HAP network must be able to operate in the following scenarios:

- The network architecture must be capable to provide broadband Internet and Intranet access for SOHO or SME with QoS support; the access services can be:
  - Point-to-point
  - Multicast
• Broadcast

**The network architecture must be capable to provide private circuits for**

- Interconnection of different networks, ISPs
- Backhaul link between a base station of a mobile cellular network and the core network
- Bearer link inside a core network

• The network architecture must support mobility to provide access link aggregate traffic points on trains and coaches.

### 2.3.2 Technical Requirements

In the following we list other technical requirements that need to be addressed in the phase of the network architecture definition:

**Provision of connectivity:** must provide end-to-end connection between players. If HAP is used as an access network, it must connect end-users to the core network. In case of private circuits, the network architecture must be able to deliver data between two points. In the first case, interworking is needed with the core network while in the second case, interworking is necessary at both connected points.

**Relay or routing:** mechanism to forward data packets from the sender to the receiver must be implemented. In a HAP network environment, where link failures may be heavily affected by bad weather conditions such as fog and rain, quick link failure detection and rerouting mechanism is required. Multicast routing is also a required feature to provide multicast and broadcast services and applications.

**Facilitation of the interworking between operators:** today’s Internet consists of several domains; each of them is operated by separate network operator. Thus the interworking between operators is necessary in order to connect network domains to provide connectivity for wide areas. In case of HAP networks, the interworking between HAP network operators with other operators in the Internet is a required functionality which involves the specification of interfaces between operators. The authentication, authorization and accounting (AAA) interworking and mobility management is the problem subset in this area.

**Flexibility:** the ultimate goal of any network is to provide services for users. Some services can be defined before deploying the network infrastructure. Other services may be derived according to the need of the market. Hence the development, deployment and provisioning of new services should be flexible in HAP networks.

**Control and management:** the HAP networks will be controlled and managed by operators in order to provide non-interrupted services with predefined quality. To do that, the following functionalities should be developed and implemented in the network architecture:

- **AAA:** authentication, authorisation and accounting. Authentication is the mean to identify the subscribers of HAP network usually by username and password. The subscribers must be authenticated before gaining access to the HAP network and the offered services. Authorization functions give or deny the subscribers rights to access to the network resources after authentication. Finally, accounting is the process to keep trace of the subscriber usage statistics such as amount of data transferred, amount of time spent in the network, etc. These statistics can be used in other processes such as trend analysis, network planning, billing, etc.

- **QoS:** mechanisms are necessary to measure, improve and guarantee the agreed QoS parameters such as transmission rate, error rate, delay and other parameters.
Mobility and roaming: an important objective of CAPANINA is to provide network access for trains and coaches with speed up to 300 km/h. Then mechanisms are needed to provide connection handover from one HAP to another (roaming). The network connection of a mobile user should be non-interrupted, same as for a fixed user. To do this, a centralized AAA and mobility management mechanisms are required.

Network management: besides the network management features of a traditional network, we need to identify the additional management features necessary for the HAP network such as HAP specific management, subscriber station management, mobility related network management.

- Cooperation with existing networks: the HAP network in most cases will not operate in a standalone manner; it should be integrated with other networks to provide end-to-end connections. Then the network architecture should be specified for easy integration with existing networks.

- The use of COTS equipments: it is not reasonable if the equipment to be deployed and operated in the HAP networks is developed from scratch. Buying COTS equipment and integrating it is much more viable and cost efficient solution.

- Authentication support for roaming: IEEE 802.16 supports authentication facility in the MAC layer. However, this authentication is per-terminal. In some service scenarios, the per-user authentication should be required. Moreover, IEEE 802.16 supported authentication mechanism is local and static, meaning that each base station has its own preconfigured terminal database. From network and service management point of view, a centralized database of subscriber information is a must. Furthermore, the roaming services require user information exchange between the base stations and the centralized user information database.

- Security in MAC and/or in upper layer: the IEEE 802.16 standard supports data encryption. However, the security vulnerability of IEEE 802.11 standard raises the question of the suitability of such security mechanisms in protecting user data. In this respect we have two alternatives to choose from: enhance the security mechanism by e.g. frequently changing of encryption keys, or use the network layer security mechanism.

2.3.3 HAP Specific Requirements

Finally, the network architecture definition also needs to take into account a set of requirements specific for telecommunication systems based on HAPs:

- Reduce payload and energy consumption onboard: the smaller the payload, the lower the HAP’s production and operation cost. The floating aerial platforms will be supplied by solar cells. Therefore, a continuous operation of the platform especially at night will depend on the power consumption onboard. Defining network layer in user, control and management plane requires consideration of the trade-off between the weight of the payload on-board, energy consumption and the number of networking functionalities. That is, any increase of the number and complexity of functionalities will increase the weight of the payload onboard and the energy consumption at the same time.

- HAP management: the management of the HAP networks contains additional tasks as compared to the management of traditional networks. HAPs as flying objects in the stratosphere reveal several operation and maintenance activities. For instance, the altitude, the location and the energy of the HAPs should be easily monitored and controlled. After an operational period, the HAP should be brought back to the ground for maintenance purposes.

- Security: experiences gained from the deployment of Wi-Fi hotspots suggest that security and user data protection should be carefully considered. Data communication, mainly on the wireless access link, should be secured in such a way that makes unauthorised data access become impossible or very hard task.
• **CPE/TE:** the complexity level of the CPE/TE is an open issue. CPE/TE can contain lots of functionalities to reduce the complexity of the HAPs. In this case, the cost of CPE/TE production may increase dramatically. On the contrary, if we want to keep CPE/TE to be simple, the production cost can be low but the number of functionalities on-board will increase. Should CPE/TE manage the traffic of only one subscriber or should the case of multiple subscribers behind the CPE/TE be considered? For instance, the end-users on the train scenario may belong to one subscriber or they can be different subscribers.

### 2.3.4 Impacts of Basic Assumptions

**On service requirements:** IP-based networks can support different type of services if Quality of Service is supported to guarantee different quality requirements of the services. IP multicasting in the whole HAP network and the link-layer broadcasting at the access wireless link is required to support multicast and broadcast scenarios. With IP in the network layer, interconnection with different networks, backhaul link service and bearer link service can be easily provided.

**On technical requirements:** Existing IP-based AAA standards such as Diameter (RFC 3588), RADIUS (RFC 2865) and TACACS (RFC 1492) can be readily used for HAP networks. Selecting the most suitable AAA protocol among them for the use in HAP networks is one of important tasks to be carried out. IP intra-domain and inter-domain routing protocols can be used for forwarding data packets from its source to destination. However, the consideration of more efficient routing or switching mechanisms, suitable for HAP network, is a must because of the possible high probability of network errors. Specifying suitable Operational Support System (OSS) should be another important task to support effective network management and operation. Finally, suitable mobility management mechanisms are needed for the operation of CAPANINA HAP networks.

**On HAP-specific requirements:** Currently there are several existing IP-based network management systems. Selecting the most suitable one for CAPANINA HAP network and specifying HAP-specific parameters for control and monitoring is an important task. Security issues, especially key management mechanisms, also need to be carefully considered. Finally, the functionality of the CPE/TE and their design is another important task.
2.4 Summary

This chapter provided the basic assumptions which are the essential starting points for building the network architecture. Firstly, we provided the business models describing the information exchange and co-operation between business actors in different service scenarios. Secondly, different possible network scenarios were identified and the most probable, a general network scenario containing inter-platform links and back-haul links is selected for our further analysis. Thirdly, the assumptions about the essential network technologies were provided: IEEE802.16 is selected as the broadband wireless access technology and IP as the network layer protocol for CAPANINA. MPLS and All-Optical networks are identified as optional but effective technologies to be taken into consideration for the specification of the network architecture.

Considering the requirements of the network architecture specified in [19] and taking into account the basic assumptions, the following HAP-specific problems to be addressed are identified:

- Quality of Service.
- Suitable AAA standards.
- Routing or switching protocols capable for quick error detections an recovery.
- Mobility management.
- Network management.
- Operational Support System (OSS).
- Design of CPE/TE.
- Security and key management.

All problems identified and listed above require more detailed investigation in the process of specification of HAP network architecture. However, due to limited time and human resources available for the WP2.5 of the CAPANINA project, we selected a subset of CAPANINA scenario specific issues for further in-depth investigation. Quality of service, mobility management, routing or switching protocols capable for quick error detections an recovery, and network management were identified as primary areas to be considered and are addressed in the following chapters, as they were originally proposed for investigation in the Technical Annex of the project, as well as the problems related to all-optical networking, which based on the successful second year CAPANINA trial emerges as a potential solution for high-speed data communication for inter-platform and backhaul links. The remaining areas, not investigated in detail in the frame of WP2.5 but essential for the conclusive specification of the network architecture, include the selection of suitable AAA standard, suitable OSS, design of CPE/TE and security and key management.
3 QoS Considerations

3.1 Introduction

To satisfy different performance requirements of heterogeneous applications and services, QoS support is required. In this chapter, a hybrid end-to-end QoS architecture comprising both IntServ and DiffServ is proposed to ensure the scalability and compatibility while satisfying the quality requirements of candidate services and applications for CAPANINA HAP networks: DiffServ should be used in the core network because of its high-degree scalability and both DiffServ and IntServ should be provided at the access links to provide end-users the possibilities to choose the most appropriate QoS scheme for their applications.

DiffServ and IntServ are already implemented in several commercial products. Moreover, several studies of the operations of IntServ over DiffServ have been carried out, e.g. in (RFC 2998), [40], [41]. In this documentation, we will not investigate how to implement IntServ over DiffServ or how to map from a class of one QoS architecture to the corresponding class of another QoS architecture (already was considered in IST HELINET project [43]). Instead, we will focus on the problems raising in the implementation of IntServ-DiffServ hybrid QoS architecture in the HAP networks.

As mentioned in Chapter 2, IEEE 802.16-SC is the wireless access technology selected for CAPANINA HAP networks. Connections of its MAC layer are unidirectional and identified not by the sender and receiver MAC addresses, but by the Connection Identification (CID). A connection should be established between the communication peers to transport packets on the uplink or downlink.

At the wireless access link, we have to implement the hybrid QoS architecture on the top of the IEEE 802.16-SC MAC layer. This will be the main problem space to be considered.

The main motivation of this chapter is to find the solutions for the following problems. Firstly, IEEE 802.16 standard does not specify the call admission control and packet scheduling mechanism to implement its QoS architecture in the link layer. Selecting appropriate call admission control and packet scheduling would be QoS implementation task. The problem becomes more challenging if the applied adaptive coding and modulation is taken into account and therefore, the link’s bit rate is variable.

Secondly, we have to address the issues related to the efficient transferring of IP-layer QoS signalling traffic over 802.16 wireless access link. Three issues are identified in this area:

- How to process and forward the RSVP signalling messages over the wireless access link?
- How to carry QoS traffic classes on wireless access downlink?
- QoS issues related to mobility.

Thirdly, there are state-of-the-art forwarding and routing technologies such as MPLS and ToS routing with different features and advantages. The question is how these technologies themselves or combinations of them and DiffServ, which is proposed to be deployed in both the access and core networks, can support QoS efficiently.

3.2 Selected QoS Architecture for the CAPANINA HAP Networks and Implementation Solutions

Other QoS mechanisms exist in lower layer such as the QoS support in ATM networks; however, the QoS mechanisms in layers lower than IP layer alone cannot give adequate scalability and flexibility. Consequently, QoS support in IP layer should be considered for the HAP networks. There exist two well-known QoS architectures in the IP layer: IntServ (RFC 1633) and DiffServ (RFC 2475). In the following, a hybrid architecture comprising IntServ and DiffServ is considered for CAPANINA HAP networks.
3.2.1 Hybrid QoS Architecture

To provide broad-band network access for metropolitan and/or wide areas, the HAP networks should be provisioned to serve a large amount of traffic and large number of flow. Therefore, DiffServ is more suitable QoS solution in the core HAP network in terms of scalability. DiffServ treats aggregate traffic while IntServ maintains per flow QoS information which certainly enhances the complexity of hardware-software and requires more processing power. IST HELINET project [43] already proposed a hybrid solution: DiffServ should be used in the core network and IntServ in the access link between the HAP and end users.

For CAPANINA HAP networks we also propose that DiffServ should be in the core network. However, both DiffServ and IntServ should be implemented in the access link. Extending DiffServ to the access link is easy since it is implemented in the core network and applications which are not based on IntServ can also receive QoS support. With both DiffServ and IntServ available, application developers and users have larger choice of QoS services.

IST HELINET project proposed the mapping between IntServ and DiffServ classes to IEEE 802.16 Uplink QoS classes. An open issue requiring some further investigation is how to implement QoS at the flow level, that is the call admission control, and at the packet level, that is the packet scheduling.

3.2.2 Bandwidth Broker and Admission Control for DiffServ

Bandwidth Broker (BB) is a bandwidth allocation and management architecture derived from the Internet2 QBone [42]. In DiffServ networks, the bandwidth allocation can be controlled by the end-users or it can be done by some agents having knowledge of the current allocated bandwidth amounts and loading condition of the network. The first solution is not easy to be realized and the second one is preferred. Implementing BB inside DiffServ architecture has an advantage from the IntServ’s viewpoint: IntServ/RSVP can be easily provisioned in the presence of BB (RFC 2638).

A BB agent is needed in each DiffServ domain. The bandwidth allocation of a flow can be made manually, by a network administrator. For the request for establishment of cross domain connections, the agent needs to communicate with other agents in adjacent domains to ensure if enough resource is available on the entire path for the requested QoS class.

Inside the BB some admission control should be implemented. The admission control mechanisms belong to two categories: parameter-based and measurement-based admission control. The
parameter-based admission control algorithms are simple and easy to implement but is not efficient in resource utilization. Measurement-based admission algorithms estimate the current load of the network periodically; therefore, result in higher resource utilization but they are more complicated. Considering the IEEE 802.16 wireless access link with variable bit rate, a modified version of measurement-based admission control is needed for efficient resource utilization. We will discuss about this in Section 3.4.

In a DiffServ network with BBs, the IntServ RSVP signalling messages can be processed and forwarded as follows. In each DiffServ domain, the PATH messages are identified by leaf-routers and forwarded to the BB which calculates and updates the corresponding fields in the PATH messages and forward them to the next DiffServ domain on the path. When the RESV messages come back, they also be forwarded to the BB and necessary resource is allocated for the flow (Figure 6).

![Figure 6: Processing and forwarding of RSVP messages with BB.](image)

### 3.3 APS: a Packet Scheduling Algorithm for High System Throughput on the Access Link

In wired networks, QoS requirements are typically satisfied by a combination of resource reservation (at the flow level) and fair resource allocation/packet scheduling (at the packet level). However, in wireless environments of scare and shared nature, user mobility and a signal-to-noise ratio -SNR- (characterizing channel conditions) dynamically changes, which makes it very difficult to perform either resource reservation or fair packet scheduling. Thus effective packet scheduling algorithms should consider channel conditions in order to enhance system performance. It has been shown that General Processor Sharing (GPS) [21] and Packet Fair Queuing (PFQ) [22] algorithms can not simultaneously provide fairness and guaranteed service in wireless networks in spite of a fact that they perform well in wired networks.

The scheduling disciplines in wired networks are not directly applicable to wireless networks as wireless channel characteristics are completely different than that of wired channel in following viewpoints:

1. Wireless link is more prone to errors and the errors usually occur in bursts.
2. Wireless channel capacity is variable and location dependent because of interference, fading and shadowing.
3. Wireless bandwidth is limited.
4. Mobility of users gives more dynamics and variability in the system (in case of mobile networks).
5. Power constraint for mobile terminals (in case of mobile networks)

In order to tackle these issues in wireless environments, some desired properties should be defined for wireless scheduling. In [25], William K. Wong et al. introduced some of the desired properties for scheduling algorithm in wireless environments, namely: 1) Efficient bandwidth utilization; 2) Bounded
delay; 3) Fairness; 4) Low complexity; 5) Heterogeneous traffic support; 6) Graceful service
degradation; 7) Cooperation with connection admission control (CAC); 8) Interoperability

Several wireless fair queuing algorithms have been developed which provide varying degrees of short-
term and long-term fairness, short-term and long-term throughput bounds, average case and worst
case delay bounds, and graceful degradation for flows in the presence of channel error. Some of them
were investigated and compared in [23] [24], in those works the wireless channel is modelled with two
states: error-free and erroneous. Sessions in error state will offer their service share to sessions in the
error-free state and claim it back when they switch to the error-free state.

As can see in [23] [24], there is no scheduling algorithm, which achieves all the desired qualities of
wireless scheduling. There is always a trade-off in doing so.

In the previous works, the wireless channel is modelled with two states: error-free and erroneous.
Sessions in error state will offer their service share to sessions in the error-free state and claim it back
when they switch to the error-free state. Recently, different adaptive mechanisms such as adaptive
modulation and channel coding have been proposed to enhance system capacity. The channel can be
in multiple states and each state is assigned with a combination of mechanisms called a burst profile
to maximize the data rate while maintain the bit error rate (BER) under a certain threshold. Some
works on the packet scheduling focused on satisfying requirements of different QoS classes but they
did not consider the dynamics of the wireless channel’s condition.

The 802.16 standard did not specify how to schedule packets in order to achieve QoS restrictions and
high system performance. In 802.16, adaptive modulation and channel coding have been proposed to
enhance system capacity. The channel can have multiple states and each state is assigned with a
combination of mechanisms called burst profile to maximize the data rate while maintain the bit error
rate (BER) under a certain threshold. We investigate packet scheduling in multi-state down-link
wireless channel of IEEE 802.16 W-MAN networks operating in point-to-multipoint communication
scenario. In this work, we introduce the system and channel model for systems with adaptive channel
coding and modulation. With cross-layer design approach we propose a scheduling algorithm called
Adaptive Profile Scheduling (APS), which takes into account different wireless channel conditions
observed by different subscriber stations to enhance the system throughput while preserving the
property of the long-term fairness and the guaranteed rate for each user.

3.3.1 System Model

Consider a wireless network with a base station (BS) and maximum \( N \) subscriber stations (SS)
working in point-to-multipoint communication scenario. The data packets are segmented into fixed
size ARQ (Automatic Repeat reQuest, a link-layer error control mechanism supported by IEEE 802.16)
blocks and scheduled on the downlink with Time Division Multiplexing (TDM) and Adaptive Burst
Profile [38]. Data to be sent to SSs are multiplexed in TDM frames which size is \( S \) symbols.

In our model, data will arrive to a user queue with given rate that can be guaranteed rate in case of
real-time applications, or minimum rate in case of non real-time applications. We don’t consider the
traffic type with hard delay bound. We also assume that one new connection just only is accepted by
Connection Admission Control (CAC) when BS can satisfy the requirements of coming connection
while maintains the performance of the system.

An SS measures the received signal level sent by the BS and decides which burst profile is the best
for its downlink transmission. The burst profile change request then can be sent to the BS on the up-
link. Let \( BP \) is the set of predefined burst profiles. At any point of time, each SS is assigned with
a burst profile which consists of a modulation and a channel coding technique, i.e. for the SS \( i \) at time
frame \( k \); a burst profile \( hp(i,k) \) is chosen from \( BP \) with that a symbol can carry \( bps(hp(i,k)) \) bytes
of data. We assume that the chosen burst profile is efficient enough to transfer data successfully to
the SS.

At each frame, e.g. at frame \( k \), the BS with a given set of SSs and their assigned burst profiles must
decide how to transfer data. That is, \( n(i,k) \) symbols are assigned to SS \( i \) to carry its data, where
The data amount of all SS_i packet in frame k: \[ D(i, k) = n(i, k)bps(bp(i, k)) \]

The data amount of all SS-s packed in frame k can be calculated as

\[
D(k) = \sum_{i=1}^{N}D(i, k) = \sum_{i=1}^{N}n(i, k)bps(bp(i, k))
\] (3.2)

which has an upper bound:

\[
D_{\text{max}}(k) = \max(D(k)) = bps(bp_{\text{best}}(k))S, \quad bp_{\text{best}}(k) \in \{bp(i, k)\} \quad \forall i,
\] \[
bps(bp_{\text{best}}(k)) \geq bps(bp(l, k)) \quad \forall l.
\] (3.3)

Therefore, the average amount of data per frame taken over m frame:

\[
D_{\text{avg}}(i, m) = \frac{\sum_{j=1}^{m}D(i, j)}{m}, \text{ for SS}_i;
\] (3.4)

\[
D_{\text{avg}}(m) = \frac{\sum_{k=1}^{m}D(k)}{m}, \text{ for all SSs};
\] (3.5)

The throughput fairness index is defined according to Jain et al. [28].

\[
I(m) = \frac{\sum_{i=1}^{N}D_{\text{avg}}(i, m)^2}{N\sum_{i=1}^{N}D_{\text{avg}}(i, m)^2};
\] (3.6)

The throughput fairness index takes values between 0 and 1. The closer the index is to 1, the fairer the scheduling.

### 3.3.2 The Adaptive Profile Scheduling

In our model, the channel can have multiple states (see the channel model in Appendix E) and each state is assigned with a combination of mechanisms called burst profile to maximize the data rate while maintain the bit error rate (BER) under a certain threshold. We investigate packet scheduling in multi-state down-link wireless channel operating in point-to-multi-point communication scenario. In this section, a novel wireless scheduling algorithm known as the Adaptive Profile Scheduling (APS) algorithm (developed continuously in [1], [2], [3]) is proposed.
3.3.2.1 Motivation and Contribution of APS

In wireless networks downloading users may experience that the wireless link is the bottleneck for their flows. In this case packet scheduling algorithms reassign slots in order to improve the overall download performance of the BS. Reassignment can be done according to a fair distribution or a dynamic priority distribution among the SSs. The first mechanism may not be efficient enough to improve the throughput. The second mechanism puts the fairness at a disadvantage assuming that all users receive the same (best effort) service.

In packet scheduling, it is often a trade-off in attempting to achieve the desired qualities of wireless scheduling. Moreover, the requirement for low complexity and scalability limits the number of practical scheduling algorithms available for implementation, with weighted round robin and simple priority scheduling being recognized as two of the most scalable algorithms available as of the present moment.

Consider to the dynamics of the wireless channel’s condition, we propose the Adaptive Profile Scheduling (APS) in order to enhance system performance.

As specified at the beginning of Section 3.3, there were several objectives put forth in the selection of a desired wireless scheduling algorithm. It is virtually impossible to propose a scheduling algorithm that befits every single objective, however, with this in mind, specific qualities which it is felt to be more essential was put into thought upon the formulation of APS.

APS, provides a solution by dynamic priority assignment for the SSs. In order to provide fairness and high utilization it assigns the priority level to the SSs according to their burst profile. Thus APS allocates more slots for SSs with good burst profile improving the performance.

Since APS works on SS queues that receive the same (best effort with guaranteed bandwidth) service the algorithm must be aware of the allocation of the slots. If the error conditions let the BS distribute slots in a fair manner (e.g. no SS is blocked permanently) then APS must share slots fairly among the SSs. To sum up, the objective of APS is to:

- Provide a throughput guarantee of $r_i$ for each SS $i$.
- Achieve high wireless channel utilization-Enhance the overall throughput.
- Guarantee long term fairness.
- Simple implementation and algorithm complexity.

3.3.2.2 Adaptive Profile Scheduling

Consider BS with $N$ flows entering the scheduler from SSs in Point-to-Multipoint (PMP) scenario, each flow will be accepted to BS with predefined traffic rate, and will be assigned with a FIFO buffer at the BS. The MAC packets to be sent to the SSs are classified according to their receiver SS address and put into the corresponding FIFO buffers. Buffer management is implemented at the queues to buffer a fixed number of packets and packets exceeding the queue length are dropped. Packets leave the queues when they are serviced. The data packets are segmented into fixed size ARQ blocks and scheduled on the downlink with Time Division Multiplexing (TDM). Data to be sent to SSs are multiplexed in TDM. It can be seen from the network node that there can be two scenarios arising from the rate at which the packets are entering into the scheduler.

The main principle of APS is that the SS with better burst profile (higher bps) should borrow resources from the SS with worst burst profile and gives back the borrowed resources when its channel condition is bad. This main principle is combined with some mechanisms to guarantee the minimum rates and fairness. Two token buckets is used: the first token bucket is for the minimum rate guarantee and the second one is for the fairness guarantee purpose.

Denote the FIFO buffer assigned to SS $i$ for storing MAC packets by $queue_i$. The actual sizes of the first and second token bucket are $t_{i1}$ and $t_{i2}$, respectively. The depth of the token buckets is upper
bound \((max_1, \text{and} \ max_2)\). A \(r_i\) is used for the minimum rate guarantee for \(SS_i\). Slots of each TDM time frame are distributed among SSs after five steps:

- In the first step, adequate slots are reserved according to the guaranteed minimum rate of each SS using the first token bucket.
- The second step guarantees the long-term fairness for each SS by limiting the borrowed slots. If there is user with \(t_{i2}\) exceeds the \(max_2\) threshold, then amount of data according to exceeded amount (one token in the 2. bucket is assigned with one symbol of the frame).
- The third step enhances the system throughput by giving higher privilege to SSs with better burst profile. The distribution of remained slots is based on the remained tokens in the second bucket and the data in queue of each user. The user with higher burst profile will get better chance to send out its data as much as it can.
- In the fourth & fifth step, the token buckets are refilled.

The first bucket is refilled once in a rough, but the second can be refilled more than once as the following step of the second and the third steps. Those three steps can be repeated as much as can be in order to solve the starve problem: there are cases, in which some user has data but they haven’t got enough tokens in the second bucket to send out, but there are some users, they haven’t data, but they have enough tokens. Those unused tokens can be redistributed; hence users can borrow tokens from others to send out their data, and will be pay later in other redistribution rough. By this, we can maintain the long-term fairness of the system.

**Algorithm 1** Description of the APS

```plaintext
{step 1 – For minimum rate guarantee}

\text{filledsymn} = 0

\text{for } i = 1 \text{ to } N \text{ do reserve}

\(s_i = \min \left\{ \left\lfloor \frac{t_{i1}}{bps(bp(i,k))} \right\rfloor, \left\lfloor \frac{data_i}{bps(bp(i,k))} \right\rfloor \right\} \text{ for } SS_i\)

\text{filledsymn} = \text{filledsymn} + s_i;

\(t_{i1}^- = \min\{data_i, t_{i1}, s_i \times bps(bp(i,k))\}\)

\(data_i^- = \min\{data_i, s_i \times bps(bp(i,k))\}\)

\text{end for}

\text{if } \text{filledsymn} = S \text{ then}

\text{goto step 5}

\text{end if}

{step 2 – For long-term fairness}

\text{sharedsymn} = 0

\text{for } i = 1 \text{ to } N \text{ do}

\text{if } t_{i2} > max_2 \text{ and } data_i > 0 \text{ then reserve for } SS_i

\text{end for}
```
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\[ s_i = \min \left( \frac{data_i}{bps(bp(i,k))}, t_{i2} \right) \cdot \left( S - filledsymn \right) \]

\[ sharedsymn + = t_{i2} - max_2 \]

\[ filledsymn + = s_i \]

\[ data_i - = \min \left( data_i, s_i \cdot bps(bp(i,k)) \right) \]

\[ t_{i2} = max_2 \]

if \( filledsymn = S \) then

end the for loop and goto step 4

end if

end if

end for

\{step 3 – Enhance system throughput\}

\{l_1, l_2, ..., l_N\} is a permutation of \{1, 2, ..., N\}, where:

\[ bps(bp(l_1, k)) \geq bps(bp(l_2, k)) \geq ... \geq bps(bp(l_N, k)) \]

for \( i = l_1 \) to \( l_N \) do reserve for SS \( i \)

\[ s_i = \min \left( \frac{data_i}{bps(bp(i,k))}, t_{i2} \right) \cdot \left( S - filledsymn \right) \]

\[ sharedsymn + = s_i \]

\[ filledsymn + = s_i \]

\[ data_i - = \min \left( data_i, s_i \cdot bps(bp(i,k)) \right) \]

\[ t_{i2} - = s_i \]

if \( filledsymn = S \) then

end the for loop and goto step 4

end if

end for

\{step 4 – Refill the second token bucket\}

for \( i = 1 \) to \( N \) do

\[ t_{i2} + = \frac{sharedsymn}{N} \]

if \( filledsymn < S \) then

if \( \exists i, \{1 \leq i \leq N \mid data_i > 0 \text{ and } t_{i2} < 1.0\} \) then

\[ \text{goto step 2} \]

end if

end if

end if

\{step 5 – Refill the first token bucket\}
Based on those viewpoints, we can say that APS performs well the desired properties, which are mentioned previously. We will see this in the following section by some simulation results.

### 3.3.3 Simulation Results

In this section, some simulation results are done to illustrate the throughput improvement and the fairness of the APS. The algorithm was implemented in the ns-2 network simulator [3] with parameters shown in Table 2. Note that queuing models [29] may be applied for our case, however, it is out of the scope of the present work.

The channel model in Appendix E gives the basis for the performance evaluation. In this case, the wireless channel quality is characterized by the received SNR which is partitioned into 6 intervals with the thresholds of $A_0, A_1, ..., A_5$ shown in Table 3, as suggested by Li et al. [27]. Six burst profiles as shown in Table 4 are assigned to these intervals with different bps parameters. Time variation of the signal levels is characterized by Doppler frequency effect caused by the motion of subscriber stations.

<table>
<thead>
<tr>
<th>NAME</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDM frame size (S)</td>
<td>2000 symbol</td>
</tr>
<tr>
<td>Channel capacity</td>
<td>2 Mbaud/s</td>
</tr>
<tr>
<td>Average SNR($\gamma$)</td>
<td>12 dB</td>
</tr>
<tr>
<td>Doppler frequency $f_d$</td>
<td>10 Hz</td>
</tr>
</tbody>
</table>

| Table 2: Channel conditions. |

The state transition of the Markov chain happens in the frame time basis with the normalized transition probabilities $P_{i,j}$ shown in Table 5 calculated as presented in Section E based on simulated parameters of channel conditions in Table 2. In other words, $P_{i,j}$ is the probability that the channel state changes to burst profile $j$ given the previous state is $i$ and the Doppler frequency is 10 Hz. A transition probability equals to the corresponding normalized probability multiplying the Doppler frequency.

As shown in Figure 8, the improvement of the average throughput can be as high as 23.14 % with 400 kB/s guaranteed bandwidth values. With different guaranteed bandwidth, the improvement can be 22.17 % for the 600 kB/s case and 20.66 % for the 800 kB/s case.
The simulation results show APS shares symbols fairly among the SSs. The smaller the guaranteed bandwidth the higher the number of unassigned slots is. APS shares these unassigned slots effectively since users with good burst profiles receives more slots than users with a bad profile does. Thus, the higher the number of unassigned slots the higher the throughput of the system.

Table 3: SNR thresholds.

<table>
<thead>
<tr>
<th>SNR THRESHOLD</th>
<th>VALUE (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_0 )</td>
<td>0</td>
</tr>
<tr>
<td>( A_1 )</td>
<td>6.1</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>8.8</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>11.6</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>16.7</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>18</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

Table 4: Parameters of burst profiles.

<table>
<thead>
<tr>
<th>BURST PROFILE ID</th>
<th>INTERVALS</th>
<th>BYTES PER SYMBOL (BPS) RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>( bp_0 )</td>
<td>(( A_0, A_1 )</td>
<td>24</td>
</tr>
<tr>
<td>( bp_1 )</td>
<td>(( A_1, A_2 )</td>
<td>36</td>
</tr>
<tr>
<td>( bp_2 )</td>
<td>(( A_2, A_3 )</td>
<td>48</td>
</tr>
<tr>
<td>( bp_3 )</td>
<td>(( A_3, A_4 )</td>
<td>72</td>
</tr>
<tr>
<td>( bp_4 )</td>
<td>(( A_4, A_5 )</td>
<td>96</td>
</tr>
<tr>
<td>( bp_5 )</td>
<td>(( A_5, A_6 )</td>
<td>108</td>
</tr>
</tbody>
</table>

Table 5: Transition probabilities of the Markov chain.

<table>
<thead>
<tr>
<th>PROB.</th>
<th>VALUE</th>
<th>PROB.</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>p01</td>
<td>0.0027</td>
<td>p10</td>
<td>0.0089</td>
</tr>
<tr>
<td>p12</td>
<td>0.0085</td>
<td>p21</td>
<td>0.0103</td>
</tr>
<tr>
<td>p23</td>
<td>0.0094</td>
<td>p32</td>
<td>0.0071</td>
</tr>
<tr>
<td>p34</td>
<td>0.0056</td>
<td>p43</td>
<td>0.0047</td>
</tr>
<tr>
<td>p45</td>
<td>0.0044</td>
<td>p54</td>
<td>0.0075</td>
</tr>
</tbody>
</table>
The servers are connected to the router with a 2 GB/s link having a latency of 10 ms, the link between the router and the BS has a bandwidth of 2 GB/s and a latency of 50 ms. The BS offers a downlink of 2 Mbaud/s for the SSs with the FTP clients. The up-link is emulated by a wired link of 2 GB/s, and a latency is 1 ms. In this configuration the wireless link is the bottleneck thus congestion occurs only at the BS. The TDM frame size was chosen to be 2000 symbols/ms.

For traffic simulation, an FTP download session has been initiated on each client-server pair. Three different guaranteed minimal bandwidth values: 400 kB/s, 600 kB/s and 800 kB/s have been used. During a simulation run, the guaranteed bandwidth has been the same for all users.

The Round Robin algorithm has been used to compare with APS since the Round Robin is the only general algorithm to be used in a multi-state channel environment. We have measured the fairness index of the flows and the average throughput provided by the two algorithms in every case.

![Graph showing average throughput comparison between APS and Round Robin](image1)

**Figure 8:** The average throughput of APS and Round Robin versus the minimal guaranteed bandwidth.

![Graph showing fairness index over time](image2)

**Figure 9:** The Fairness index versus time.

The simulation results show that the long-term fairness is independent of the different scheduling parameters. In all the cases, the long-term fairness index has converged to the value of 1 as shown on Figure 9. Thus all users experiencing the same error distribution receive the same throughput for their download. If the error model is different for the users then users with a good average SNR may have a higher throughput than users with a bad average SNR. It can be also observed that the minimum bandwidths \( r_j \) are always guaranteed.
3.3.4 Carrying QoS Traffic on the Wireless Access Downlink

IEEE 802.16 standard does not specify the scheduling services on the downlink; therefore, it is still open question: what is the efficient scheduling scheme to carry IntServ and DiffServ data traffic on the downlink?

Basically, to carry IP-layer packets to the end-users on the downlink, we have to establish one or more MAC-layer connection. The packets of an IntServ flow are mapped into correspondent DiffServ classes by marking the ToS field in IP header by DiffServ code points. At the HAP where the receiver is attached to, these IntServ packets are identified by e.g. source and/or destination address and port. Here, we have two solutions to carry the IntServ traffic on the downlink: (1) The IntServ packets are treated as the DiffServ ones, that is, we do not differentiate the IntServ packets from the DiffServ packets. (2) The IntServ packets are treated differently: separate MAC connections are established to carry IntServ packets.

We prefer solution (1) because it makes the scheduling service more simpler than (2) because (1) requires only the scheduling for DiffServ classes while (2) needs scheduling for DiffServ traffic and IntServ traffic at the same time.

For solution (1) the data from traffic classes with priority higher than best-effort are schedule with the using of token buckets. The token rate and token buffer length depend on a resource allocation strategy determined by the network administrator. The overflowed packets from data queue with higher priority are remarked as best-effort traffic which is scheduled by APS. MAC packets are classified according to the actual burst profile (DIUC) after scheduling and then packed to the TDM frame to be sent over the air.

![Figure 10. Packet scheduling at access wireless downlink.](image)

3.3.5 Using APS for Access Uplink

If a subscriber with a SLA (Service Level Agreement) wants to establish a connection, the HAP station will ask the BB (Bandwidth Broker) whether there are enough resources to admit the new connection with traffic parameters specified in the SLA. These parameters usually are the minimum rate r and the burst size s. If the subscriber’s connection is admitted into the network, the sender application will mark the IP packets with an IntServ or DiffServ code point and send them to the HAP station. If IntServ code point is used, the HAP station will replace it with an appropriate DiffServ code point and forward the packets to the next hops.

The question is that how can we guarantee QoS on the Access Link, in this case in the uplink direction. As described in Section 3.1, IEEE 802.16-SC MAC layer has 4 QoS classes: UGS, rtPS,
nrtPS and BE. After the connection is admitted into the network, a MAC layer flow is created with a chosen QoS class and parameters (e.g.: rate $r$ and burst size $s$). Other scheduling algorithms can be used to implement MAC layer QoS, however the APS has the advantage in system throughput’s viewpoint.

APS can be used to implement IEEE 802.16-SC MAC layer’s 4 QoS classes as follows:

- Flows in the UGS class are scheduled periodically with fixed packet size. This mean the step 2, 3, 4 are left out of APS.
- Flows in the rtPS class are scheduled periodically with dynamic packet size specified in polling messages. This mean the step 2, 3, 4 are left out of APS.
- Flows in the nrtPS class are scheduled using unmodified APS.
- Flows in the BE class are scheduled using APS without the first token bucket (step 1 and step 5 are left out).

### 3.4 Simulation Investigation for IEEE 802.16 Wireless Access Link’s QoS with a Measurement-Based Admission Control Algorithm

#### 3.4.1 Admission Control Problem Related to Adaptive Profiles

On the one hand, the last-mile access links usually are the bottleneck in data communication systems. On the other hand, applying adequate QoS structure (QoS differentiation between classes) and bandwidth allocation schemes involving admission control algorithms are key factors to guarantee QoS. In this section, the focus is on the investigation of admission control algorithms on the wireless access link. The challenging problem is that the wireless access link has variable overall bit rate due to different conditions of wireless channel (worse conditions cause smaller bit rate). Because of the variable bit rate, the admission control mechanisms need to be adapted. In this work, the adaptation of the Simple Sum [44] is considered since it is a simple measurement-based algorithm (parameter-based algorithms can not work efficiently in this case).

The original Simple Sum algorithm makes CAC decision following the following simple logic: the sum of estimate of the current traffic load ($\hat{V}$ - bit/s) plus the newly incoming reservation ($\alpha r$) does not exceed the link’s capacity ($\mu$ - bit/s)

$$\hat{V} + \alpha r < v \mu,$$

where $v$ is a user-defined utilization target. From an M/M/1 queuing model, $v = 0.9$ is determined to ensure low variance in queue length (therefore low delay variance) [45].

The wireless link of IEEE 802.16-SC has not fixed overall bit rate due to variable link channel conditions. The link capacity measured in the symbol rate (in baud/s) is fixed. Then the new flow is admitted if:

$$\hat{V}^s + \phi \alpha r < v \mu^s,$$

Where $\hat{V}^s$ is the actual traffic load in baud/s is, $\mu^s$ is the link capacity in baud/s, $\phi$ is a coefficient expressing the relation between the relation between bit rate and baud rate (baud/bit).

We investigate the adaptation of Simple Sum with three different settings of $\phi$:

1. $\phi$ for the best burst profile: $\phi = \frac{1}{bps(bp_{best})}$
2. \( \phi \) for the worst burst profile: \( \phi = \frac{1}{bps(bp_{\text{worse}})} \)

3. \( \phi \) for the average burst profile: \( \phi = \frac{\hat{v}^s}{\hat{v}} \)

### 3.4.2 Evaluation

To investigate the performance of the modified Simple Sum algorithm with three different settings of \( \phi \), we carried out simulation experiences similar to those of [44]. New flows arrive in Poisson process with inter-arrival time of 0.4 s. The state of flows changes according to the ON-OFF model. In ON state, the flows transmit with fixed bit rate of \( R \), and in OFF state, they do not transmit data. We investigated 5 different source models: in the first two models, the ON and OFF time is exponentially distributed while in remaining three models, they are pareto-distributed. The distribution of the holding time of the flows is also exponential in the first two models and is lognormal in the last three models (Table 6). The measurement interval is 0.1 s. The packet size is 2000 bits for all cases.

<table>
<thead>
<tr>
<th>Arrival Process</th>
<th>Exp</th>
<th>Exp</th>
<th>Exp</th>
<th>Exp</th>
<th>Exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average inter-arrival time of flows</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Holding time process</td>
<td>Exp</td>
<td>Exp</td>
<td>Lognormal</td>
<td>Lognormal</td>
<td>Lognormal</td>
</tr>
<tr>
<td>Average holding time</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Shape parameter of holding time</td>
<td>N/A</td>
<td>N/A</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>ON/OFF model</td>
<td>Exp</td>
<td>Exp</td>
<td>Pareto</td>
<td>Pareto</td>
<td>Pareto</td>
</tr>
<tr>
<td>ON average time</td>
<td>0.1</td>
<td>0.01</td>
<td>0.3</td>
<td>0.3</td>
<td>0.03</td>
</tr>
<tr>
<td>OFF average time</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>3</td>
<td>0.3</td>
</tr>
<tr>
<td>Transmission rate (bit/s)</td>
<td>128k</td>
<td>512k</td>
<td>128k</td>
<td>600k</td>
<td>512k</td>
</tr>
</tbody>
</table>

The channel state is simulated by a Markov chain described in Section E. APS is used for the packet scheduling. Figure 11 shows the histogram of used capacity: model 1 and model 2 caused more centralized distribution around the capacity limit (0.9*80=72 slots/frame) while models 3-5 cause larger variance.
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Figure 11: Histogram of used capacity (number of assigned slots), (a) for model 1-2 and (b) for model 3-5.

Table 7 shows the statistics of packet loss, link utilization and blocking probability for each model with each settings of $\phi$. As expected in general, the minimum profile setting results in the lowest packet loss rate, lowest link utilization and highest blocking probability for the same source model. On the contrary, the maximum profile setting results in highest loss rate, highest link utilization and lowest blocking probability. The average (mes.) profile setting has results between these two settings. However, for bursty traffic models (3-5), it approaches the low packet loss probability of the minimum
profile setting and the high link utilization of maximum profile setting. That is, the average profile setting is more appropriate solution for bursty traffic as compared to the remaining two solutions.

Table 7: Packet loss, link utilization and blocking probability.

<table>
<thead>
<tr>
<th>Model, profile</th>
<th>Packet loss</th>
<th>Link utilization</th>
<th>Blocking prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, min. profile</td>
<td>0.0221</td>
<td>0.9687</td>
<td>0.4889</td>
</tr>
<tr>
<td>1, max profile</td>
<td>0.025</td>
<td>0.9729</td>
<td>0.4883</td>
</tr>
<tr>
<td>1, mes. profile</td>
<td>0.024</td>
<td>0.9717</td>
<td>0.4927</td>
</tr>
<tr>
<td>2, min. profile</td>
<td>0.0163</td>
<td>0.9497</td>
<td>0.6898</td>
</tr>
<tr>
<td>2, max profile</td>
<td>0.0267</td>
<td>0.9672</td>
<td>0.6795</td>
</tr>
<tr>
<td>2, mes. profile</td>
<td>0.0235</td>
<td>0.962</td>
<td>0.6874</td>
</tr>
<tr>
<td>3, min. profile</td>
<td>0.1153</td>
<td>0.8476</td>
<td>0.4441</td>
</tr>
<tr>
<td>3, max profile</td>
<td>0.017</td>
<td>0.8503</td>
<td>0.4411</td>
</tr>
<tr>
<td>3, mes. profile</td>
<td>0.1144</td>
<td>0.8515</td>
<td>0.4400</td>
</tr>
<tr>
<td>4, min. profile</td>
<td>0.0883</td>
<td>0.8394</td>
<td>0.4138</td>
</tr>
<tr>
<td>4, max profile</td>
<td>0.0909</td>
<td>0.8553</td>
<td>0.3903</td>
</tr>
<tr>
<td>4, mes. profile</td>
<td>0.8887</td>
<td>0.8522</td>
<td>0.3916</td>
</tr>
<tr>
<td>5, min. profile</td>
<td>0.0773</td>
<td>0.8419</td>
<td>0.3846</td>
</tr>
<tr>
<td>5, max profile</td>
<td>0.0808</td>
<td>0.8606</td>
<td>0.3617</td>
</tr>
<tr>
<td>5, mes. profile</td>
<td>0.0814</td>
<td>0.853</td>
<td>0.3697</td>
</tr>
</tbody>
</table>

3.5 Problems Related to Carrying Signalling Messages over the Wireless Access Link

3.5.1 RSVP Messages over 802.16 Wireless Link

The Integrated service (IntServ) provides a QoS guarantee on per-flow basis. It uses the Resource Reservation Protocol (RSVP) as the signalling protocol to provide the following QoS classes: Guaranteed Service (GS), Controlled-Load Service (CLS). With IntServ, end-users must exchange signalling messages to allocate resources before establishing a connection. A PATH message is sent along the network path to reserve the resource and a RESV message is sent back to the end-user indicating the success of failure of connection establishment. When the PATH message arrives at each RSVP-capable router, call admission control is invoked to decide whether the out-going link has available resources for the new connection. If all routers on the path decide that they admit the new connection, the required resources are reserved explicitly.
At the wireless access link of HAP networks, the situation is a bit different. Besides performing admission control and resource reservation, the base station also needs to establish a LL connection to carry data of the admitted new connection.

Reference [30] proposes 2 different solutions to carry RSVP messages over the 802.16 link and to establish LL connections: (1) The RSVP PATH and RESV messages are transmitted using the Secondary Management connection (Other protocol-specific packets such as Dynamic Host Configuration Protocol (DHCP), Trivial File Transfer Protocol (TFTP), SNMP, etc. are also transmitted through this type of connection) and if the connection is admitted, the LL connection is established afterward by sending the DSA-req message. (2) The RSVP messages are translated directly to the DSA-req messages and the using of Secondary Management connection is not necessary (Figure 12). [30] stated that the later solution is superior in term of speed and efficiency. However, the detail mapping between RSVP PATH message and DSA-req message and the mapping between RSVP RESV message and DSA-rsp have not been considered.

The detailed data fields of DSx (DSA and DSC) are described in Appendix A and those of RSVP PATH and RESV messages are given in RFC 2210, RFC 2211 and RFC 2212. The comparison of two sets of parameters leads to the conclusion that not all information packed in the RSVP messages can be delivered by DSx messages. For example, in this section we investigate in details how to map the QoS parameters between RSVP messages and LL signalling messages. Also, the multiplexing of several IntServ connections into a single LL connection is also considered.

Table 8 shows the mapping between TSPEC object in the RSVP PATH and the service flow parameter set. The parameters of the SENDER-ADSPEC have aggregate values (sum, min, max, etc.) of the entire path; therefore, it is not interest from IEEE 802.16's point of view. We propose to encode the entire SENDER-ADSPEC object into the "Vendor specific QoS parameters" field.

Table 9 describes the mapping of the FLOWSPEC object included in the RSVP RESV message and the service flow parameter set. Note that the service flow parameter set is only included in the DSx.rsp if the relevant DSx transaction is successful. In case of unsuccessful transaction due to there are not enough available resources on the wireless access link or another link on the path, the RSVP RESV can be sent on the Secondary Management connection.
### Table 8: Mapping between RSVP TSPEC and DSx service flow

<table>
<thead>
<tr>
<th>TSPEC parameter</th>
<th>DSA/DSC service flow parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Token rate $r$</td>
<td>Minimum Reserved Traffic Rate</td>
</tr>
<tr>
<td>Bucket size $b$</td>
<td>Maximum Traffic Burst</td>
</tr>
<tr>
<td>Peak rate $p$</td>
<td>Maximum Sustained Traffic Rate</td>
</tr>
<tr>
<td>Minimum policed unit $m$</td>
<td>To be encoded together with SENDER-ADSPEC object into Vendor specific QoS parameters</td>
</tr>
<tr>
<td>Maximum packet size $M$</td>
<td></td>
</tr>
</tbody>
</table>

### Table 9: Mapping between RSVP FLOWSPEC and DSx service flow

<table>
<thead>
<tr>
<th>Flow spec parameter</th>
<th>DSA/DSC service flow parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Token rate $r$</td>
<td>Minimum Reserved Traffic Rate</td>
</tr>
<tr>
<td>Bucket size $b$</td>
<td>Maximum Traffic Burst</td>
</tr>
<tr>
<td>Peak rate $p$</td>
<td>Maximum Sustained Traffic Rate</td>
</tr>
<tr>
<td>Minimum policed unit $m$</td>
<td>To be encoded together with SENDER-ADSPEC object into Vendor specific QoS parameters</td>
</tr>
<tr>
<td>Maximum packet size $M$</td>
<td></td>
</tr>
<tr>
<td>Chosen rate $R$ for guaranteed service</td>
<td></td>
</tr>
<tr>
<td>Slack term $S$</td>
<td></td>
</tr>
</tbody>
</table>

3.5.2 RSVP Re-establishment

When the mobile host (SS on train or bus) performs a network layer handoff, the existing IntServ connections should be renegotiated because the packets now have to traverse on a new network path. A plausible solution to re-establish a new IntServ connection is to resend RSVP PATH and RSVP RESV messages entirely in end-to-end manner (Figure 13). This solution is obviously slow, inefficient and bandwidth consuming [31].

Also in [31], authors have suggested an effective solution based on proxies located in the RSVP-capable edge routers. This solution is demonstrated in Figure 14: the RSVP PATH message is sent again (in red) and it needs to travel to the “edge” router. At that router, the RSVP proxy knows that the correspondent connection already reserved resources. Therefore, it does not forward the RSVP PATH message; instead, it generates the RESV message and sends that back to the sender. The advantage of this solution is: (1) the connection reestablishment is fast because it does not need to do the messaging end-to-end, (2) the resource reservation of the old flow is not stuck there for a while (It is not efficient if we reserve resources and do not use them).
Figure 13: Re-establish the IntServ connection by sending RSVP PATH and RESV again.

Figure 14: Using RSVP proxy.

Reference [31] suggests that the RSVP proxy should be implemented at the “edge” router, which is located after the access routers and at the edge of the core network. This recommendation is based on the technical terms of Mobile IP.

Applying this proxy solution in CAPANINA HAP network reveal a question: where to locate the proxy? Additional characteristics of HAP networks should be taken into account to answer this question.

We can discuss the following options:

1. RSVP proxy on the HAP, at the wireless access link
2. RSVP proxy on the HAP, at the inter-platform link.
3. RSVP proxy on the HAP, at the backhaul link.
4. RSVP proxy on the gateway, on the ground.
Option (1) obviously is not necessary because the network-layer hand-off often means the change of access router (access HAP); therefore; the access HAP can not be in the common path of the old route and new route.

Option (2) is necessary if the corresponding HAP can be on the common path. This occur only if we have a big HAP cloud (containing lots of HAP) and packets have to travel over more than 1 inter-platform link before arriving to the back-haul link.

Generally, Option (3) is necessary because the back-haul link is the bottleneck of the system. Locating a proxy here prevent the unnecessary resource reservation on the backhaul link.

Similarly, Option (4) is necessary at any bottleneck link on the ground.

3.6 Combining DiffServ, ToS Routing and MPLS to Support QoS

From the description of MPLS characteristics it has become clear that the particular challenge for employing MPLS networking in a HAP network is the potential dynamics of the platforms. Although, we can consider HAPs as semi-fixed nodes and the network topology can be regarded as almost permanent, there are still inherent and frequent handovers between ground users/stations and serving HAPs which have to be taken into account.

Let us consider such ground users, collective terminals or stations simply as MPLS routers from a networking perspective. The fact that regular and frequent handovers appear between network nodes (routers) is strongly related to the question where to set the boundaries of the MPLS network properly. There are two possibilities shown in Figure 15.

As a first option, those HAPs serving ground (depending on the position of the platforms, i.e., effectively all HAPs unless some are positioned over deserted areas) could be considered as LERs; this would restrict the MPLS backbone network completely to the “sky” network, which has an almost permanent topology and could thus, on principle, be operated without stringent LSP rerouting requirements (see Figure 15.a). However, this solution has some serious drawbacks: LERs, as already explained, constitute in a way the intelligence of the network, they manage the label distribution and, in some cases, perform route computations. So placing the LERs “in the sky” means notable on-board processing.

As a second option, leaving the HAPs as simple LSRs to avoid such on-board processing, we must place the LERs (and the network boundaries) on ground. This causes the earth-HAP link to fall inside the MPLS network (see Figure 15.b). This first link becomes very critical for the operation of any LSP using it, since the link might be involved in frequent handovers and this implies continuous rerouting decisions and computations for the LSP.

It should be noted, however, that rerouting has to be performed in both cases — either if the LERs are placed on board or if they are placed on ground, respectively — as end-to-end traffic always flows from ground to ground, but there is a conceptual difference: In the former case of HAPs as LERs, the ground station may trigger a systematic handover from an old to a new serving HAP (LER) by asking to tear down the active LSP (from the old HAP) and sending a new LSP setup request to the new HAP; consequently, a new phase of LSP activation begins with its related QoS negotiation and its admission control. In the latter case, when the LERs are placed on ground, approaching a handover they can ask for a rerouting computation, but there is no QoS negotiation, nor an admission decision: the LSP was already active and its attributes are already known, so, if possible, it has to be maintained with the same characteristics.

In conclusion, there are no worthwhile advantages to implement LER functionalities on board. Rather two advantages of having LERs placed on ground are dominating: first, there is no need to restart a QoS negotiation or admission control for rerouting of an LSP due to HAP handover; second, expensive and complex on-board processing for advanced routing functionality is avoided. So the second solution, depicted in Figure 15.b, should be preferred.
Since MPLS gives many possibilities to perform traffic engineering and to provide QoS, we need to address them in a clear way in order to analyse which is the most suitable for the application to a HAP-meshed network. For this reason in the following we will explore two main techniques (DiffServ and Type-of-Service routing) and we will see how they affect MPLS characteristics and how they can be combined in order to get good QoS performance in a HAP network.

The purpose of this section is to investigate the use of three main techniques: DiffServ, ToS routing and MPLS, in different combinations with each other to distinguish flows belonging to different traffic classes and treat them accordingly.

Behind the particularities of each of these approaches resides a common idea: how queues in output links and related link-costs can play a role in the forwarding and routing paradigms, especially when considering a QoS context. In the light of this, we will investigate six approaches:

1. DiffServ approach.
2. DiffServ over MPLS approach.
3. ToS Routing approach.
4. ToS Routing over MPLS approach.
5. DiffServ and ToS Routing over MPLS approach.
6. DiffServ over ToS Routing approach.

They present different strategies with regards to forwarding and routing and different ways to exploit queues and link-cost metrics. We will present some simulation results comparing these six approaches. The aim is to find out how effective each approach is when dealing with different levels of services. The effectiveness is evaluated in terms of average throughput and end-to-end delay experienced by each traffic class and also in terms of network resources utilization. We will assume to have three different service classes, A, B and C, ranked by priority order. The assumption of three traffic classes is motivated by three traffic classes of DiffServ: Expedited Forwarding, Assured Forwarding and Best-Effort. Even in link layer (LL), we have 4 QoS shown in Table 1, the QoS class A, B and C can be mapped to LL’s 4 QoS classes as shown in Appendix C.
3.6.1 **DiffServ Approach**

In DiffServ differentiation of classes is achieved on a packet oriented basis thanks to the DSCP (DiffServ Code Point) field placed in the IP packet’s header (RFC 2475). The DSCP to assign to a packet is decided in the ingress node of the network, according to a certain policy. All packets associated with the same traffic class will receive the same DSCP in order to experience the same treatment inside the network, that is the same Per-Hop-Behaviour (PHB). So in a DiffServ domain, all IP packets on a link requiring the same treatment constitute a Behaviour Aggregate (BA), which is represented by DSCPs attached to each packet.

In our case, three different DSCPs are used, one for each traffic class. Once the DSCP is assigned to a packet, every node of the DiffServ domain routes the packet to the appropriate output link and forwards it in accordance with a PHB table. In our case, PHBs have been specified through the usage of different queues and a packet scheduler which determines the order of service of the packets. In order to provide the desired differentiation of traffic flows, each output queue in a link is given a weighted priority based on the bandwidth necessities of the packets assigned to that queue. Therefore, DSCPs belonging to higher priority classes are configured to use queues with higher weights, so that packets stored in those queues are faster forwarded.

In our particular approach, three queues are defined in each output link, one for each traffic class. The selected scheduler is a Weighted Round Robin (WRR), with weights chosen in accordance to priority for classes A, B and C. Figure 16 shows the behaviour of a DiffServ node when receiving an IP packet, marked with a DSCP of class C.

![DiffServ Node Diagram]

**Figure 16: Core node in DiffServ approach.**

3.6.2 **DiffServ over MPLS Approach**

This approach provides the integration of MPLS and DiffServ, that is to say packets are forwarded via MPLS label swapping, but different packet flows of different classes are treated in a different fashion.

In particular in (RFC 3270) two solutions are proposed in order to support DiffServ over MPLS: EXP-Inferred-PSC LSP (E-LSP) and Label-Only-Inferred-PSC LSP (L-LSP). Very basically the former one allows the PSC (Per-hop behaviour Scheduling Class) to be applied on a packet, to be inferred from the EXP field of the MPLS shim header, whereas the latter one uses the MPLS label of the packet to communicate the PSC.

Figure 17 illustrates the behaviour of a DS-MPLS (DiffServ over MPLS) node. When a new connection between a source and a destination starts, an LSP is created using, for instance, CR-LDP. We
assumed that in the picture there are three traffic classes with decreasing priorities, and we assumed that LDP packets are considered with high priority, so as if they belong to class A. During the LSP establishment process, an MPLS node receiving an LDP packet performs essentially three actions:

1. Determine the output link according to the routing table;
2. Retrieve information on which per-hop behaviour (PHB) the advertised label is to be bound;
3. Actualize the data related to the being-created LSP (in/out labels and in/out interfaces) in the label switching table.

The LDP packet is then forwarded to the next node to continue creating the LSP. Later, when MPLS data packets arrive, the information stored in the label forwarding table will be used for switching/forwarding purposes. In Figure 17, three different queues are defined in each output link of the MPLS network to support the three desired traffic classes. The three queues may be managed with a weighted round robin (WRR) scheduler, for example, to accomplish the different priorities.

From a functional point of view, this approach only differs from a simple DiffServ one, in its connection-oriented fashion as opposed to the connectionless property of DiffServ.

3.6.3 ToS Routing Approach

Type-of-Service (ToS) Routing provides traffic class differentiation by using a special adaptive routing strategy for each class. By adaptive routing strategy we mean that each class (described by the “TOS field” of the IP header) has its own particular traffic-adaptive metric to compute routes inside the network. In other words, the cost of going from one node to another, which is used afterwards to select the routes, is calculated differently depending on the present traffic conditions and on the traffic class. As a consequence, different traffic classes can be routed over different paths according to these optimization criteria. So a way to bring QoS in the routing is to calculate link costs using parameters related to the status of the network (see RFC 2386, RFC 2676).

In the following we present a simple way to introduce an adaptive measure of the link congestion in the routing metrics and to calculate class-based routing tables to forward data packets belonging to different traffic classes. As it is said in (RFC 2386), two aspect have to be considered in adaptive, network state dependent routing: (i) measuring and gathering of the network state information; (ii)
computing of the routing tables, based on this information (and according to a pre-defined metric). We will focus in this document on the former item, while the latter will be analyzed later.

We assume that we can characterize the network dynamical status through two parameters. The first one is the propagation delay between neighbouring nodes (HAPs), while the second is the queuing delay experienced by packets in output links. They have a significant impact on the routing performance and are scalable with the network dimension and number of links, since they can be computed locally in each node, so they are suitable for a link-cost metric. It is important to consider the inter-HAP propagation delay, because it might vary due to platforms' movements.

The queuing delay experienced on an outgoing link of a particular node depends roughly on the traffic load on that link. It changes continuously in a random fashion and, as a consequence, it needs to be calculated in real-time. This has to be done by each HAP on the basis of the buffer load of its outgoing queues, and then it has to be communicated to the neighbouring HAPs.

Routing tables at the nodes are periodically updated with the information they receive from their neighbouring nodes. The total cost of paths is calculated through an additive composition rule, since we use delay as the metric. It is worth noting that, at each routing update, different routing tables are computed, one for each traffic class, according to different metrics.

With regards to the treatment of data packets in the nodes, Figure 18 shows how packets are handled by a node implementing ToS routing. When a packet enters the node, first its service class is checked in order to select the corresponding routing table to route the packet and then it is enqueued and forwarded to the proper outgoing link. As we can see from the picture, all packets use the same queue in each particular outgoing link, regardless of their traffic class.

![QoS Routing Node](image)

**Figure 18: Core node in ToS-routing approach.**

There is a simple way to introduce an adaptive measure of the link congestion in the routing metrics and to calculate class-based routing tables to forward data packets belonging to different traffic classes. Two aspects have to be considered in adaptive, network-state dependent routing: (i) measuring and gathering of the network state information; (ii) computing of the routing tables, based on this information (and according to a pre-defined metric).

Regarding the former, gathering of the network state information, we assume that we can characterize the network dynamical status through two parameters. The first one is the propagation delay between neighbouring nodes (HAPs), while the second is the queuing delay experienced by packets in output links. They have a significant impact on the routing performance and are scalable with the network dimension and number of links, since they can be computed locally in each node, so they are suitable for a link-cost metric. It is important to consider the inter-HAP propagation delay, because it might vary due to platforms' movements.
The queuing delay experienced on an outgoing link of a particular node depends roughly on the traffic load on that link. It changes continuously in a random fashion and, as a consequence, it needs to be calculated in real-time. This has to be done by each HAP on the basis of the buffer load of its outgoing queues, and then it has to be communicated to the neighbouring HAPs.

This information can be distributed by means of traditional routing signalling protocols, the way to do it will differ according to the selected routing algorithm (link state or distance vector algorithms). We will assume for our simulations to have a distance-vector algorithm, because this allows a really distributed routing system, which looks more suitable for a HAP-meshed network where new platforms may be added and removed without having to re-configure the routing. However the way routing signalling is performed does not have a relevant impact on the resulting QoS performance.

We will present in the following a simple routing metric, which can be considered just as an example. It is a function of the two above mentioned parameters (propagation delay and queuing delay) and it was used in the simulations which will be presented later. Thus it represents a particular implementation of a dynamic ToS routing, but it serves as a reference in the comparison with the other approaches.

In the current implementation we have assumed \( d_{p,i} \) to be the propagation delay between node pairs, where \( i \) denotes the link number as being constant and equal for all links. Therefore, in the following we consider: \( d_{p,i} = d_p, \forall i \). The queuing delay \( d_{Q,i} \) experienced by a packet on an outgoing link \( i \) of a particular node depends roughly on the traffic load on that link. We define an estimation of the queuing delay \( d_{Q,i} \) as a measure of the real \( d_{Q,i} \). This value will be considered in the link-cost function of the outgoing link \( i \) and it is periodically computed through an estimation of the queue size in the link \( S_{Q,i} \). To calculate \( S_{Q,i}(t) \) at time \( t \), we use not only the current value of the queue size \( S_{Q,i}(t) \) but also the last of the computed estimations \( S_{Q,i}(t-1) \). As shown in the next equation, a forgetting factor \( \chi \in [0;1] \) is introduced to make the recent queuing size value \( S_{Q,i}(t) \) more significant than the previous ones:

\[
S_{Q,i}(t) = (1-\chi)S_{Q,i}(t-1) + \chi S_{Q,i}(t)
\]  

(3.9)

Then, the estimated queuing delay can be calculated as \( d_{Q,i}(t) = S_{Q,i}(t)/C_i \), where \( C_i \) is the capacity of the link \( i \).

Finally, the following equation represents the normalized changing link cost metric \( m_i \) according to variation of propagation and queuing delay:

\[
m_i = (1-\delta_{\text{off}}) \left( \frac{d_p + d_{Q,i}}{d_p + d_{Q,i,\text{MAX}}} \right)^{\alpha} + \delta_{\text{off}}
\]  

(3.10)

\( d_{Q,i,\text{MAX}} \) is the maximum possible queuing delay the packets can experience and it depends on the maximum queue size, which is the same for all links. With the intention not to cause high oscillations in the routing algorithm, and too frequent exchange of routing signalling information, only variations in queuing delays higher than 0.1 s trigger routing updates. If \( d_{Q,i,\text{MAX}} = 2 \) s, this means that the routing metric is only updated when the queuing delay in one link varies more than 5% of the maximum queuing delay in a link.

In order to be able to control the relative cost of heavily loaded links (links with high queuing delay) with respect to slightly loaded links (links with low queuing delay), we have introduced an exponential factor \( \alpha \), converting the equation into a non-linear link-cost function. Besides, a small offset \( \delta_{\text{off}} \) is added to avoid instability in the routing, when the link cost goes to zero.
In accordance to the delay requirements of each traffic class, we have chosen $\alpha = 4$ for class A, $\alpha = 10$ for class B and $\alpha = 0$ for class C. The offset for the first two classes has been set to 0.2 and for class C, to 0. In Figure 19 the link-cost functions for these selected values are plotted. As it is appreciable from the picture, class A penalizes links with high queuing delay, which means that as soon as the delay experienced by packets in a particular path starts growing due to queuing delay, the cost of this route for traffic class A increases significantly and, as a consequence, the route becomes too costly to be used. On the other hand, link-cost for class B has a more permissive cost policy because for low and medium queuing delays it maintains a constant value for the cost, which only increases for high queuing delays. Finally, for best effort class (class C), with no special requirements regarding delay, a constant link-cost function is used. As a consequence, packets belonging to class C always follow those routes with minimum number of hops, even if links in those paths are the more congested ones.

![Figure 19: Link-Cost functions for the different traffic classes in ToS routing approach.](image)

Regarding the latter point, computing of the routing tables, route computation can be done at the nodes in a decentralized way. The total cost of paths is calculated through an additive composition rule, since we use delay as the metric. Routing tables at the nodes are periodically updated with the information they receive from their neighbouring nodes, since, as we previously said, distance vector routing is assumed and Bellman-Ford algorithm can be used to find minimum-cost routes. It is worth noting that, at the end of each route update interval, three different routing tables are computed, one for each traffic class.

### 3.6.4 ToS Routing over MPLS Approach

In this approach, ToS routing is used to monitor the network status and to compute the routing tables at each node, while MPLS uses this routing information to establish LSPs every time a new connection is created. In this case, current network traffic conditions are only considered at the establishment of the LSPs, because routing tables are bypassed by MPLS-labelled packets, since they are label-switched. That is, if routing tables are modified due to changes in the network status, while a flow is running, packets belonging to this flow will always follow the same route, which was the best one at the time of its creation, according to the available routing information at that time.

This particular behaviour is depicted in Figure 20.
3.6.5 DiffServ and ToS Routing over MPLS Approach

This last approach brings the traffic-class forwarding strategy of DiffServ and the traffic-class aware routing of ToS routing together with MPLS. In other words, the two traffic differentiation strategies proposed in the previous approach are now used by MPLS on one side, to determine LSP's routes according to the different routing tables and, on the other side, to provide packets with appropriate forwarding scheme at outgoing links. Figure 21 illustrates the combination of these three technologies in a core node of the network.
3.6.6 **DiffServ over ToS Routing Approach**

In this approach, two traffic differentiation strategies are meshed: DiffServ and ToS Routing. The first one provides differentiation in terms of bandwidth usage in the links, assigning particular queues to each traffic class and using a WRR scheduler with appropriate weights, while the second one routes traffic according to special metrics which, in our case, take into consideration traffic class end-to-end requirements. The routing metrics are based on link-cost functions similar to those specified in the previous section, but in this case we have separated queues with different priorities for the different traffic classes, so we need to pay attention in estimating the queuing delays. In Figure 22 we can appreciate how a core node handles these two technologies.

It also has to be noted that different classes have different maximum queuing delays, since the overall maximum queue size is always the same but weights assigned to each queue differ. As a consequence, classes with higher weights in the scheduler will experience shorter maximum queuing delays. So in $m$, the parameter $d_{Q,J, \text{MAX}}$ has to be carefully chosen. One possibility is to select the same for all classes but this does not perform very well; in particular we will see in the following that a good selection is to choose the biggest $d_{Q,J, \text{MAX}}$, which is the one experienced by class C. The resulting routing metric functions versus queuing delays are plotted in Figure 23.

![Diagram of QoS Routing + DiffServ Node](image)

**Figure 22: Core node in DiffServ over ToS routing approach.**
Figure 23: Link cost functions for the different traffic classes in the DiffServ over ToS routing approach.

3.6.7 Simulations and Performance Evaluation

The above described approaches have been simulated by means of the ns2 software [20], with the usage of the DiffServ module, the MNS (MPLS Network Simulator) package [46], with some changes in order to support DiffServ, and some functionality related to unicast routing. This last aspect required the development of a new routing module with a special packet classifier and the modification of the distance vector protocol, in order to enable a routing based not only on packets’ destination but also on the traffic class.

Three traffic classes A, B, C in descending priority order, have been considered. Class A may be representative of real time services (e.g., voice), class B jitter-sensitive non-real-time services (e.g., streaming) and class C best effort applications (e.g., web, email).

The traffic has been generated in the network between a number \( p \) of source-destination pairs according to a Poisson process. We will call \( \lambda \) the connection arrival rate at each source-destination pair and \( \mu \) the connection release rate. Within each connection, a constant bit rate (CBR) transmission is initiated, using UDP as the transport layer protocol. It is worth noting that the value \( \frac{\lambda}{\mu} \) results in the average number of simultaneous active connections between each source-destination pair [47]. So the overall average number of active connections in the case-study network is \( \frac{p\lambda}{\mu} \).

Results presented in this section intend to reflect the grade of effectiveness of the different approaches in providing a good balance between delay and bandwidth requirements for the different traffic classes, as well as in optimizing network resources. Several simulations have been carried out for different traffic input loads. The variable used to control network load is \( \lambda \), while the rest of the parameters are kept fixed.
3.6.7.1 End-to-end Delay and Throughput Analysis

The delay-throughput compromise kept by each approach when treating the different traffic classes gives an idea about the goodness not only of the routing [48] but also of the forwarding algorithms. That is to say, the better the routing and forwarding schemes, the lower the end-to-end packet delay maintained for any given throughput. Each point in the graphs of Figure 24 corresponds to the average end-to-end delay and throughput experienced by packets of each class given a certain $\lambda$.

A first appreciable result is that, within all approaches where DiffServ is used, a very good differentiation of classes is achieved. This can be observed in the fact that traffic class A is always the one acquiring a lower curve end-to-end delay-throughput, followed by class B and, finally, class C. This means that, in these approaches and given any traffic load, packets with higher demands on delay and throughput, i.e. class A and, in a lower degree, class B packets, receive a better treatment inside the core network than the others. This proper differentiation is due to the usage of a WRR scheduler in output links, which guarantees a minimum bandwidth to each traffic class in accordance to their respective requirements.

In the ToS routing and ToS routing over MPLS approaches on the other hand (Figure 24.c and Figure 24.d), the use of an adaptive routing for classes A and B does not only bring benefits to packets of these classes but also to the class-C ones, because as soon as new paths are used for the former two classes, the “old” routes become less crowded. While this situation improves the overall traffic performance, it is not desirable for traffic differentiation purposes, since the three classes experience basically the same performance. This suggests that different routing metrics should be studied for this purpose.

When comparing results between approaches, we can see that the introduction of MPLS in the DiffServ domain (Figure 24.a and Figure 24.b) does not bring any significant difference. This is because in our Poisson input traffic the network is loaded with packets which are already structured in flows or connections. Therefore, the conversion of a packet oriented network into a connection oriented one, thanks to MPLS, does not have a major impact on the results. Furthermore, the other main advantage of MPLS, which is a fast layer-2 switching, can not be appreciated due to the fact that the ns2 software was not configured to simulate that. In practice, however, the reduction on end-to-end delay should be perceived in all traffic classes. In any case, these results prove the interworking capability of MPLS and DiffServ.

On the other hand, the usage of a class-aware routing in the ToS routing and DiffServ over ToS routing approaches (Figure 24.c and Figure 24.d) results in a global network performance improvement, which is specially reflected on the achievement of very low end-to-end delays for all traffic classes. Besides, the inclusion of a forwarding mechanism which takes into account the bandwidth requirements of the different classes, as DiffServ does, helps in providing a proper differentiation in terms of throughput while maintaining a fairly low end-to-end delay thanks to the ToS routing.

The conversion of the two last approaches into connection-oriented networks thanks to MPLS, on the other hand, brings no benefits to the end-to-end delay-throughput performance, as appreciable from Figure 24.d and Figure 24.f. This is due to the fact that routes are decided at the beginning of each connection and not in a packet-by-packet basis. As a consequence, part of the potential of ToS routing, which is maintaining updated routing tables in accordance to the status of the network, is lost because traffic conditions can change during the flow life, so that the already established routes are not the best ones any more.
(a) DiffServ approach.  

(b) DiffServ over MPLS approach.  

(c) ToS Routing approach.  

(d) ToS Routing over MPLS approach.  

(e) DiffServ over ToS Routing approach.  

(f) DiffServ and ToS Routing over MPLS.  

Figure 24: End-to-end delay-throughput curves.
3.6.7.2 Network Load Balancing

Network load balancing has been measured as the percentage of network resources used by all traffic classes. In Figure 25, the normalized network utilization is depicted as a function of traffic load. This figure reflects that, for middle and high traffic load, approaches using ToS routing without MPLS (i.e., ToS routing and DiffServ over ToS routing approaches) gain more than a 20% in the network usage in relation to the approaches in which the traditional IP routing scheme is used. Therefore, we can state that using a routing strategy which takes into account QoS network parameters in a packet oriented network can help to better utilize network resources, thus achieving better performance in network-load balancing.

Furthermore, as appreciable for very high \( \lambda \)'s, the inclusion of a scheduler and different queues in output links which are later considered by link-cost functions, like in the DiffServ over ToS routing approach, also helps increasing the network utilization. On the contrary, the use of MPLS together with ToS routing decreases the grade of effectiveness of the routing strategy, achieving a lower usage of the network resources.

![Figure 25: Percentage of network resources utilization.](image-url)
3.7 Summary

This chapter presents solutions for different open questions and problems related to provision of QoS for CAPANINA HAP networks.

Firstly, we proposed a packet scheduling algorithm called the APS to be used at the IEEE 802.16 wireless access links of CAPANINA HAP networks. Utilizing the different channel conditions seen by subscriber stations, the APS improves the system performance by up to 21% in a normal configuration parameter setting while preserves the long-term fairness and guarantees minimum rates.

Secondly, the using of burst profiles in IEEE 802.16 access technology results in variable overall bit rate of the wireless link. This required some modifications in admission control algorithms developed originally for wired networks. In this work, we proposed modifications for a measurement-based admission control protocol, the Simple Sum. By simulation, we showed which modification strategy has the best performance results.

Thirdly, problems related to carrying RSVP signalling messages and QoS data traffic on the IEEE 802.16 wireless link were considered. The RSVP messages should be translated directly to the DSA-req messages and the mapping between data fields in RSVP messages and DSA-req messages were specified. For the mobile scenario, a RSVP re-establishment solution using proxies was proposed to renegotiate the existing IntServ connections. We proposed the adaptation of APS for packet carrying IntServ and DiffServ traffic together on the access downlink. In the uplink, we showed how to use APS is used to implement IEEE 802.16 MAC layer QoS architecture.

Finally, the comparative analysis of the six proposed approaches of combination use of DiffServ, ToS routing, MPLS has shown that mixing strategies for both optimizing the forwarding scheme, like DiffServ does, and the routing algorithm, like in ToS routing, is a good approach to provide QoS in a network. The main advantages of combining these two technologies are a fair differentiation of classes in accordance to their requirements, the maintenance of good delay-throughput curves for all service classes, and a good usage of network resources. Besides, the capability to separately deal with delay and bandwidth requirements as two distinguished simpler problems, gives the chance to analyse more complex situations. In this sense, while ToS routing can be optimized for delay concerns, DiffServ can be used to guarantee bandwidth bounds, which allows maintaining a full control on these two parameters even if the QoS problem becomes more complicated. Therefore, this approach reveals to be very promising. On the other hand, a degradation of the performance results can be observed when these technologies are used together with MPLS due to the connection-oriented nature of this tool. As a consequence, in order to make use of all the capabilities of a traffic adaptive routing when MPLS is used, further work on this topic should consider the possibility to re-route LSPs during their life time.
4 Load Balancing, Error Detection and Recovery

4.1 Introduction

Multiple HAPs can be deployed to serve a common coverage area in order to increase the capacity provided and/or to improve resilience. However, additional HAPs can be installed also if more than one network operator exists in the same geographical area. In order to provide seamless connectivity, or to increase the capacity / resilience, or because of additional operator, there exist the areas where more than one HAP is available. In general, there are three different cases with regard to coverage areas of multiple platforms:

- The coverage areas of each particular HAP in the system are not overlaid at all. This case is not very interesting for further investigation as the user can be in the converge area of only one HAP and there is no possibility for capacity increase.

- The coverage areas of each particular HAP in the system are partially overlaid. This is the most likely case as in the real HAP network the coverage areas will be at least partially overlaid for providing seamless handover between different HAPs.

- The coverage areas of each particular HAPs in the system are fully overlaid. This case is more likely in the latter development of the HAP system where multiple HAPs are used for capacity increase or resilience, and/or if there is more than one HAP network provider.

The first aim of this chapter is the solutions for load-balancing the network resource. The load-balancing solutions discussed in Section 3.6.7.2 are mainly for the core network. Hereby, we consider the load-balancing in the light of overlaid coverage areas. The network architecture implications of using multiple platforms with partially or completely overlaid coverage areas are investigated. In particular, we investigate the capacity increase of multiple platforms constellation in overlaid areas by introducing additional network elements/functionality.

In next section, we are investigating network issues of the fixed users which are in the coverage area of at least two HAPs. In addition, we distinguish if the available HAPs are operated by the same network provider or they belong to different providers. However, we do not distinguish between fully and partially overlaid coverage areas as from the fixed user perspective it is not important as long as it is within overlaid area. We are only focusing on solutions which in general do not need changes at application level, thus from the users perspective the usage of more than one HAP is transparent resulting only in better performance and/or better reliability / availability of the services.

Wireless networks typically are prone to link errors. Furthermore, HAPs are flying or floating objects and therefore, the communication links between users on the ground and HAPs or between HAPs are expected to become erroneous with higher probability as compared to other wireless networks. The second aim of this chapter is the network error detection and recovery. Dealing with the network errors would be a very important consideration from network architecture’s viewpoint. Traditional IP intra and inter-domain routing can not be the solution for fast error detection and recovery and MPLS solutions would be the promising approach for this aim. In Section 4.3 different types of errors are categorized and MPLS-based solutions are investigated.
4.2 Load Balancing

Typical network architecture which is investigated is depicted in Figure 26.

![Multi HAP Network architecture which includes overlaid HAP coverage.](image)

We assume that there are one or more users which are connected to the HAP network via router (i.e. LP Router) using wired or wireless access (i.e. WLAN). As depicted in Figure 27 in the original scenario the users are utilizing only one HAP (i.e. HAP A), although they are also within the coverage area of HAP B. All users (and applications) are accessing internet via the same link, which can cause the congestion in the access segment and/or backhaul link. Different flows are shown with different colours.

In order to utilize also the second HAP (i.e. HAP B) more scenarios exist. They can be divided upon the position and complexity of additional equipment / functionality in the network:

- Basic utilisation of multiple HAPs: New equipment / functionality is installed only at the user premises.
- Advanced utilisation of multiple HAPs: The new equipment / functionality is needed at the user premises and also in the HAP network (i.e. between the Gateway and Edge Router (ER)).

In the following sections we discuss in detail both solutions.
4.2.1 Basic Utilisation of Multiple HAPs

This solution is based on installing the router which has load balancing capabilities. The router can combine two or more broadband connections, at least summing up the amount of bandwidth which is available to users and at the same time creating a more resilient solution. Typical example of using two HAP’s broadband connections is depicted in Figure 28. In this solution the load balancing work only when initialising the connections from the HAP user network to the Internet (i.e. outbound only). Typically the load balancing can work per-packet, per-destination or per-flow.

Per-packet load-balancing means that the router sends one packet for destination1 over the first path, the second packet for (the same) destination1 over the second path, and so on [49]. Typically the round robin scheduling policy is applied. Per-packet load balancing guarantees equal load across all links. However, there is potential that the packets may arrive out of order at the destination because differential delay may exist within the network. For per-packet load balancing, the forwarding process determines the outgoing interface for each packet by looking up the route table and picking the least used interface. This ensures equal utilization of the links, but is a processor intensive task and impacts the overall forwarding performance. This form of per-packet load balancing is not well suited for higher speed interfaces. Graphical representation is depicted in Figure 28 a). Different flows are shown with different colours. It is clearly seen that the packets belonging to the same flow are splitting at LB router thus utilizing both HAPs and increasing the throughput. From the user perspective the overall capacity the single application can achieve is the sum of the capacities of each particular connection.

Per-destination load-balancing means the router distributes the packets based on the destination address [49]. Given two paths to the same network, all packets for destination1 on that network go over the first path, all packets for destination2 on that network go over the second path, and so on. Also in this case the round robin scheduling policy is typically applied. This preserves packet order, with potential unequal usage of the links. If one host receives the majority of the traffic all packets use one link, which leaves bandwidth on other links unused. A larger number of destination addresses leads to more equally used links. To achieve more equally used links a route-cache entry has to be built for every destination address, instead of every destination network, as is the case when only a single path exists. Therefore traffic for different hosts on the same destination network can use
different paths. The downside of this approach is that for core backbone routers carrying traffic for thousands of destination hosts, memory and processing requirements for maintaining the cache become very demanding. From the user perspective the overall capacity the single application can achieve is the same as the capacity of each particular connection. However the overall capacity for all applications/users is increased.

**Per-flow load balancing** means that connections or flows, are shared between users [50]. The result is that, whilst a single flow cannot use more bandwidth that provided by a single link, multiple users/applications balance across multiple links. Graphical representation is depicted in Figure 28 b). Two flows are using the first broadband connection via HAT A while the third (green) is utilizing the second HAP (HAP B), thus not utilising the first HAP at all.

**Figure 28: HAP architecture for basic utilization of multiple HAPs.**
Routers with the per-flow load balancing capabilities have a range of methods by which it will balance traffic between the broadband links. Typical criteria which are used by the router when deciding which connection to use are:

- Round robin: Every new flow is using different link from the previous one.
- Least connections: The new flow is established via the broadband connection with less active connections.
- Traffic load: The new flow is established via the broadband connection with less traffic load.
- Best quality: The new flow is established via the broadband connection with better quality.
- Least hops: The new flow is established via the broadband connection with has less hops to final destination.
- Scheduled: The new flow is established according to predefined time schedule.
- Traffic type: Particular traffic classes are utilizing always the same HAP.

Advantages and disadvantages of Per-packet, Per-destination and Per-Flow load balancing are summarised in Table 10.

<table>
<thead>
<tr>
<th>Load Balancing Mechanism</th>
<th>Per-Packet</th>
<th>Per-destination</th>
<th>Per-Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages</strong></td>
<td>Per-packet load balancing allows the router to send successive data packets over paths without regard to individual hosts or user sessions. Allows more evenly loaded links.</td>
<td>Packets for a given destination / source-destination host pair are guaranteed to take the same path, even if multiple paths are available. Traffic destined for different pairs tend to take different paths.</td>
<td>Packets for a given flow are guaranteed to take the same path, even if multiple paths are available. Traffic destined for different flows tend to take different paths.</td>
</tr>
<tr>
<td><strong>Disadvantages</strong></td>
<td>Packets for a given source-destination host pair might take different paths, which could introduce reordering of packets. This is not recommended for Voice over IP (VoIP) and other flows that require in-sequence delivery.</td>
<td>It may result in unequal distribution with a small number of destination / source-destination pairs. Per-destination load balancing depends on the statistical distribution of traffic; load sharing becomes more effective as the number of destinations / source-destination pairs increase.</td>
<td>It may result in unequal distribution with a small number of Flows. Per-flow load balancing depends on the statistical distribution of traffic; load sharing becomes more effective as the number of flows increase.</td>
</tr>
</tbody>
</table>

It is worth noting that presented solution is independent of HAP network operator (i.e. each HAP can belong to different network domain / ISP). The capacity can be increased also if the HAPs are run by two different providers.

The main disadvantage of this approaches is that it is outbound only, which means that inbound traffic is forced to traverse the dedicated connection (link).

### 4.2.2 Advanced Utilization of Multiple HAPs

In order to provide load balancing in both directions (i.e. outbound and inbound) additional router with load-balancing capability should be added to the network architecture. The proposed architecture is depicted in Figure 29. The main difference comparing to Basic utilization of more HAPs is that the flows can be split also in inbound connection in router 2. It is worth noting that in this case both HAPs should be run with the same network operator. The load balancing can be performed with per-packet, as shown in the Figure 29, or per-destination load balancing mechanism, by using the mechanism of equal cost routes in router LB and router LB-2 for the routes over both HAPs. The same advantages / disadvantages for per-packet and per destination load balancing apply as described in Table 10.
4.3 **MPLS-based Solutions for Error Detection and Recovery**

The connection between the ground host and the ground gateway may be torn down by different kinds of network impairments. There are three different domains of failures (Figure 30):

- **HAP-to-ground host failure** (green domain):
  - The link between the non-gateway HAP and a ground host (train, etc.) or the non-gateway HAP fails

- **Gateway HAP-to-terrestrial gateway** failure (red domain):

---

**Figure 29:** HAP architecture for advanced utilization of multiple HAPs.

**Figure 30:** Failure domains.
The link between the gateway HAP and the terrestrial gateway or the gateway HAP fails

- **HAP-to-HAP connection failure** (blue domain):
  - Any of the intermediate optical links or HAPs of the connection between the non-gateway HAP and the gateway HAP fails

It is obvious that the protection against the failure of type 1 and 2 (HAP-to-ground host failure, gateway HAP-to-terrestrial gateway failure) can be only achieved if the network includes the overlaid coverage as considered in Section 4.2.

In what follows, we present three resilient schemes with the use of MPLS, GMPLS for HAP-based networks in case of failure.

- The resilient scheme based on MPLS is described in Section 4.3.1.
- The protection scheme based on GMPLS for the inter-HAP network is presented in Section 4.3.2.
- The approach combining the advantage of the MPLS and GMPLS-based resilient schemes is summarized in Section 4.3.3.

### 4.3.1 MPLS-based Recovery over Packet Switched HAP Networks

The MPLS domain is assumed to be formed as illustrated in Figure 31. That is, the MPLS capability is operated in the optical domain of the inter-HAP network and the radio domain of the HAP-to-ground (i.e. MPLS Label Switch Router (LSR) functionality defined in the MPLS standards (RFC3031, RFC 3209, RFC 3212, RFC 3469) must be implemented in both the HAPs and the ground hosts).

Creating a common MPLS domain on the separate physical domains has many advantages. Label switched paths may be established directly between the terrestrial gateway and the ground host. The fine granularity of a packet switched network management enables efficient resource utilization as the transmission capacity of an LSP may be set exactly to fulfill the needs of a ground host.

However, to protect the whole LSP between the terrestrial gateway and the ground user against failures, link and node disjoint recovery paths must be setup. For this reason every ground host must maintain radio links to at least two distinct HAPs.

![Figure 31: MPLS domain.](image)

#### 4.3.1.1 Failure Discovery and Recovery

The MPLS domain covering the diverse physical layers the traffic from the ground host to the terrestrial gateway traverses is able to tackle with all the failure types using the same methods.
Figure 32: MPLS recovery roles for the upstream connection.

MPLS recovery roles:

- **Path Switch LSR (PSL):** the LSR that is responsible for switching or replicating the traffic between the working path and the recovery path.

- **Path Merge LSR (PML):** the LSR that is responsible for receiving the recovery path traffic and either merging the traffic back onto the working path, or, if it is itself the destination, passing the traffic on to the higher layer protocols.

- **Point of Repair (POR):** an LSR that is setup for performing MPLS recovery. In other words, the LSR that is responsible for affecting the repair of an LSP. The POR, for example, can be a PSL or a PML, depending on the type of recovery scheme employed.

4.3.1.1.1 **Failure Discovery**

MPLS introduces four classes of impairments that initiate recovery procedure: Path Failure, Path Degraded, Link Failure, and Link Degraded.

- **Path Failure (PF):** a fault that indicates to the MPLS-based recovery scheme that the connectivity of the path is lost. This may be detected by a path continuity test between the PSL and PML. Some, and perhaps the most common, path failures may be detected using a link probing mechanism between neighbouring HAPs or between a HAP and a ground host. An example of a probing mechanism is a keep-alive message that is exchanged periodically along the working path between the terrestrial gateway and the user host. For either a link probing mechanism or path continuity test to be effective, the test message must be guaranteed to follow the same route as the working or recovery path, over the segment being tested.

- **Path Degraded (PD):** a fault that indicates to the recovery scheme that the path has connectivity, but that the quality of the connection is unacceptable. This is the case for example when the number of transmission errors on the LSP increases due to weather conditions but the connection traversing free-space optical and radio links is not completely broken. This may be detected by a path performance monitoring mechanism, or some other mechanism for determining the error rate on the path or some portion of the path. This is local to the HAPs and ground hosts and consists of excessive discarding of packets at an interface, either due to label mismatch or due to TTL errors, for example.

- **Link Failure (LF):** is an indication from a lower optical layer that the link over which the path is carried has failed (e.g. the optical link experiences Loss of Signal). In some cases, using LF
indications may provide faster fault detection than using only MPLS-based fault detection mechanisms.

- **Link Degraded (LD)** is an indication from a lower layer that the link over which the path is carried is performing below an acceptable level. In some cases, using LD indications may provide faster fault detection than using only MPLS-based fault detection mechanisms.

The MPLS layer adapts to the HAP network using the PD and LD indications, as the degradation of a connection may be a frequent event due to weather conditions or to unstable positioning of the HAPs.

Once a failure is detected, a Fault Indication Signal (FIS) is generated by the LSR (either a HAP or a ground host) detecting the failure. It is relayed by each intermediate LSR-HAP to its upstream or downstream neighbour, until it reaches the POR ground host that is setup to perform MPLS recovery. The FIS is transmitted periodically by the LSRs closest to the point of failure, for some configurable length of time or until the transmitting

Depending on the recovery scheme applied, the POR receiving the FIS starts the recovery procedure. For the reasons described in the GMPLS scenario, only the 1+1 protection and the shared mesh restoration schemes are investigated, therefore the POR is always one of the ending ground hosts (PML or PSL, respectively).

4.3.1.1.2 **Failure Recovery with 1+1 Protection**

In case of 1+1 protection active and recovery paths are both established using either RSVP-TE (RFC 3209) or CR-LDP (RFC 3212), upon the network receives a connection setup request. Both the active and the protection path carry the same traffic, the selection is made at the path merge ground host (PML). In effect the PSL function is deprecated to establishment of the working and recovery paths and a simple replication function. The recovery intelligence is delegated to the PML.

4.3.1.1.3 **Shared Mesh Restoration**

A recovery path is fully established along with its working path using either RSVP-TE or CR-LDP. However, the duplication of traffic on the backup LSP is not possible because protection resources may be shared with other recovery paths. Note, that in MPLS resource sharing does not impede the establishment of protection LSPs as for this only labels have to be distributed along the recovery path.

Whenever a failure is detected along the working path, a FIS message is sent to the PSL and the source switches the traffic to the pre-established protection path.

**Figure 33: MPLS shared path restoration recovery procedure.**
4.3.2 GMPLS-based Recovery over Wavelength Switched HAP Networks

The inter-HAP network in this scenario is operated as a wavelength routed free-space optical network [51]. The HAPs are assumed to have all-optical wavelength switching capabilities. The optical domain is assumed to be managed using the GMPLS protocol suite, therefore the HAPs must implement the functionality of the Label Switch Routers (LSR) defined in the GMPLS standards (RFC 3945, RFC 3471). Wavelength routed light paths are considered as Label Switched Paths (LSP) and established by either the RSVP-TE (RFC 3473) or the CR-LDP (RFC 3472) protocols. In this scenario light path and LSP will be used as fully interchangeable synonyms.

![Figure 34: GMPLS over WDM HAP network topology.](image)

In the HAP network HAPs maintains connections (aside from the HAP-to-HAP connections) to mobile hosts and/or to terrestrial gateways that provide connection to the internet backbone network (see figure 1). Simple scenarios contain only one gateway-HAP; however, the presence of multiple gateway-HAPs may be desirable in more complex network topologies.

Non-gateway HAPs forward user traffic to the terrestrial core network through a gateway HAP. Therefore, every non-gateway HAP must be connected to a gateway-HAP with GMPLS tunnels (label switched paths, LSPs), which in this case are wavelength routed optical connections. As a consequence of wavelength routing, these connections are dedicated to serve the communication of the two ending HAPs (which are the label edge routers (LERs)). The bidirectional communication between the ending HAPs requires two parallel connections, one for each direction.

There are two main issues that must be considered in the process of network design:

- Firstly, free-space optical connections between the HAPs are highly failure prone mainly due to the unreliable weather conditions and the positional instability of the HAPs. To tackle these difficulties appropriate protection/restoration schemes must be applied. The GMPLS standard offers various protection/restoration schemes, the details of these schemes will be discussed in the next section.
- Secondly, the mobility of the hosts requires special functions to be implemented in the optical network. The data loss during handover must be minimized by supporting soft-handovers between neighbouring HAPs which requires the assistance of the HAP network.
4.3.2.1 HAP-to-HAP Connection Recovery

GMPLS protection/restoration schemes are able to restore connections only after a failure of the HAP-to-HAP domain (blue area on Figure 31); recovery strategy after HAP-to-ground failures (red and green areas on Figure 31 needs additional provisioning methods and will be discussed later.

The GMPLS management system supports different protection/restoration schemes. In the GMPLS terminology the distinction between protection and restoration is made based on the resource allocation done during the recovery path establishment. Efficient resource utilization is vital in the HAP network. For this reason, only path (end-to-end) protection/restoration schemes are investigated. The definition of the two scheme types are:

- **Path protection:** denotes the paradigm whereby one or more dedicated protection light paths are fully established to protect one or more working light paths. For a protection path, this implies that route computation took place, that the path was fully signalled all the way, and that its resources were fully selected and cross-connected at all intermediate HAPs between the ingress and egress HAPs. Indeed, it means that no signalling takes place to establish the protection path when a failure occurs. However, various other kinds of signalling may take place between the ingress and egress HAPs for fault notification, to synchronize their use of the protection path, for reversion, etc.

- **Path restoration:** denotes the paradigm whereby some restoration resources may be pre-computed, signalled, and selected a priori, but not cross-connected to restore a working light path. The complete establishment of the restoration light path occurs only after a failure of the working path, and requires some additional signalling.

Taking into account the expected performance, the following two schemes are proposed. Recovery mechanism will described

4.3.2.1.1 1+1 Dedicated Path Protection

The low reliability of the free-space optical links and the intention to minimize recovery times when failures occurs makes 1+1 dedicated protection a reasonable design decision.

In this case the protection light path is fully established and cross-connected, simultaneously with the working path using either RSVP-TE or CR-LDP protocols. Traffic is simultaneously sent on both paths and received from one of the functional paths by end HAP. If the signal power of the currently used path degrades under a certain limit, the destination switches to other path (in this scheme the two paths are practically equivalent). There is no explicit signalling involved with this mode of protection.

4.3.2.1.2 Shared Mesh Path Restoration

On the other hand, 1+1 dedicated protection is highly resource consuming compared to shared mesh restoration where the protection resources are pre-computed, reserved, but not cross-connected. Advantages of this scheme include very efficient resource utilization, simple route and wavelength assignment (RWA) algorithms. The main disadvantage of the end-to-end restoration is the slow recovery compared to dedicated protection schemes where the protection resources are cross-connected before the failure. While the recovery after a failure on the working path of the 1+1 protection is a simple incoming traffic selection at the destination node, the recovery process of the shared-path restoration includes several steps as shown on Figure 35:

- **Failure detection,** there are to cases:
  - A HAP in the working path detects failure event by experiencing signal power degradation, loss of signal, absence of liveness messages from the upstream neighbour, or by any other means. The detecting nodes must determine the identities of all light paths that are affected by the failure and send an End-to-End Failure Indication message to the source HAP of each path. For scalability reasons, Failure Indication messages may contain the identity and the status of multiple LSPs rather than a single one. Each intermediate HAP receiving such a message must forward the message to the appropriate next HAP such that the message would ultimately reach the source HAP of the path. However, there is no requirement that this message flows toward the source along the same path as the failed LSP. Furthermore, if an intermediate node is itself generating a Failure Indication message, there should be a mechanism to suppress all but one source of Failure Indication
messages. Finally, the Failure Indication message must be sent reliably from the node detecting the failure to the LSP source. Reliability may be achieved, for example, by retransmitting the message until an acknowledgement is received.

- **Switchover**
  - For each failed LSP the source HAP generates an End-to-End Switchover Request and sends to the destination HAP of the failed light path along the protection path. The intermediate nodes establish cross-connects for the protection path as they receive this message (protection resources may not be cross-connected before the failure occurs). In reply to the request the destination node sends an End-to-End Switchover Response message to the source which then switches the traffic to the established protection path.

![Figure 35: Shared Path Restoration recovery steps.](image)

In the example shown on Figure 35 the failure of an intermediate HAP (event 0) is detected by both an intermediate HAP (event 1.a) and the destination HAP (event 1.b). Both detecting HAPs send a Failure Indication message to the source HAP of the failed path (messages 2.a and 2.b in the figure, respectively). As mentioned earlier, the indication messages do not have to travel along the failed path, as for the message generated by the destination it would be impossible. The source in reply to the first indication message received generates an End-to-End Switchover Request and sends it along the protection path (message 3). The intermediate HAPs receiving the switchover request establish cross-connects for the protection path (event 3.1 and 3.2). Upon receiving the switchover request, the destination HAP sends an End-to-End Response message to the source HAP which then switches the traffic to the protection path. Although the recovery mechanism was demonstrated for a node failure, the procedure in case of a link failure is quite similar and will not be described in detail.

The two proposed recovery schemes provide different trade-offs between connection availability and resource consumption. The performance of both schemes will be investigated by a case study.

### 4.3.2.2 Restoring Connections after a HAP-to-Ground Failure

As mentioned earlier, the protection paths in both schemes are useless if either the non-gateway HAP (or its link to the mobile host) or the gateway HAP (or its link to the terrestrial gateway) fails. Recovery procedures depending on the failed HAP should be as follows:

- The user traffic transmitted by a failed non-gateway HAP may be rerouted to the neighbouring HAPs if those are able to communicate with the mobile hosts previously served by the failed HAP. This may involve establishing substitute optical connections as shown on Figure 36 and Figure 37.
- Recovery from the failure of a gateway-HAP or its link to the terrestrial gateway is possible through the same procedure.
4.3.3 Recovery with MPLS over GMPLS over Wavelength Switched HAP Networks

The third scenario tries to combine the advantages of the MPLS and GMPLS based network management while avoiding their drawbacks. The GMPLS protocol is employed to manage the HAP network and to establish permanent wavelength routed light-paths which are then used by the overlaying MPLS protocol as logical links. The MPLS domain includes all ground hosts (users and gateways) that is connected to the HAP network as described in the previous section.

The two-level architecture has the advantage of high scalability and adaptability. Most ground hosts move along highways (vehicles), railways (trains) or rivers (ships). The spatial distribution of the connection demands is therefore non-uniform. Long lasting GMPLS light paths may be established according to the long term traffic pattern of the region while the overlaying MPLS based LSPs may adapt to the smaller to the actual demands.

The GMPLS protocol ensures that the protection/restoration methods described in the first scenario are applicable in this scenario as well. The employment of the recovery methods of the overlaying MPLS layer results in a two level protection/restoration hierarchy. For the best performance, the recovery methods must be synchronized. For example, the hold-off time of the MPLS protocol has to be long enough to let the lower GMPLS layer to switch traffic from the failed working path to the protection path if possible. Depending on the actual network topology and demand pattern, it may be feasible to enable protection capabilities in only one of the layers.
4.4 Summary

Section 4.2 described the network architecture implications of using multiple platforms with non-overlaid, partially overlaid and completely overlaid coverage areas by introducing additional network elements/functionality. We proposed two different architectures, with regard to complexity of additional elements / functionality, which should be installed in the system. The Basic utilisation of multiple HAPs additional network element is added at user's premises, allowing the capacity increase on outbound connections only. The advanced of multiple HAPs is more complex and requires also the load balancing router at the gateway, allowing the load balancing in both directions, outbound and inbound.

The proposed Basic utilization of multiple HAPs can be used also in the case of mobile users who are roaming in the HAP network on the train and do not use their own home IP address (i.e. they only use the IP address assigned by DHCP server on the train). Of course, the train must be in the coverage areas of more HAPs and equipped with two antennas. However, using of multiple interfaces for mobile networks (routers) and enabling a mobile host to be reached by its global address (e.g. MIP) brings much more complexity in the system (e.g. tunnelling problems, addressing problems) and needs additional further in depth investigation.

It is worth noting that all proposed solutions also improve the reliability and resilience of the HAP system.

In Section 4.3 three types of network errors were identified. Three different solutions were proposed for managing the connections between the terrestrial-gateways and the routers on the ground hosts with the consideration of error detection and recovery.

The first, GMPLS based architecture has the advantage of simplicity (minimal additional complexity at the HAPs), but only the inter-HAP portion of the connections can be protected, recovery after failures of the HAP-to-ground links needs time consuming and complex rerouting procedures.

The three different failure domains can be protected with the same schemes applying MPLS based network management (scenario 2). The MPLS domain includes both the terrestrial-gateways and the ground hosts; therefore recovery LSPs are able to protect the whole working LSP between the ground hosts. Scalability is achieved through the packet-switched LSPs at the price of additional complexity of packet processing at every HAP.

Combining the two management layers results in a two-level architecture described in the last scenario. Long lasting GMPLS light paths may established according to the traffic pattern of the region. MPLS based LSPs use light paths as logical links and adapt to the dynamic changes of the connection demands. The protection schemes of the overlaying layers may be combined for the best performance.
5 Network Layer Mobility Support

5.1 Introduction

In the following chapter the network layer protocols and algorithms for provision of mobility support in the specific operating environment involving aerial platforms are studied. First, an overview of general approach, including either mobile end-nodes or mobile networks is given. Then a concept of mobile routers is presented. In particular, we consider a scenario in which network connectivity is provided to the passengers on-board a train. We designate this particular scenario as HAP-to-train scenario. Communication to the global network is most of the time provided through a High Altitude Platform (HAP) network.

HAP support for mobile users should take into account the specific properties of the HAP system and should enable service provision to end user terminals on-board moving vehicles. Scarce wireless resources call for efficient routing support at the network layer. In order to achieve as optimal user experience as possible, a hierarchical approach to mobility support is required. The routing problem has to be split into macro-, micro- and even access-level, thus exploiting the possibilities of handling mobility locally.

The concept of mobile networks, where a group of nodes move together and access the global network through a mobile router, has been widely recognized as an important future mobility scenario. Different standards and proposals have emerged for supporting mobility in IP networks. The main problem is that mobility has an adverse influence on the effectiveness of routing, which can be an important issue when multiple wireless links are involved; and in HAP networks user-to-HAP links, backhaul links and interplatform links are all wireless. Efficient solutions on all protocol layers are required for profitable use of scarce communication resources.

Support for path optimization has been identified as a major challenge and has been studied since the introduction of Mobile IP (MIP). With the occurrence of more complex mobility architectures that include mobile routers, route optimization is becoming even more complicated problem. Handover performance is another major field of research within network layer mobility support. The Network Mobility Working Group has proposed a network mobility (NEMO) technology that deals with these problems and allows mobile routers to roam within foreign networks in a manner similar to end-nodes.

HAP specific network environment has been studied in this chapter in the context of the network mobility technology. Issues such as efficient backhaul link utilization, home agent placement and multihoming support are investigated. Original solutions are proposed and some of them are general enough also to be applied to other types of access networks.

This chapter is organized as follows. Section 5.2 describes the network architecture that was considered in the investigation of mobility routing issues. A description of hierarchical mobility architecture is provided in Section 5.3. Procedures at access-, micro- and macro-level of mobility are explained and a term multi-level mobility is introduced. In Section 5.4 the concepts of Mobile IP, Hierarchical MIP (HMIP) and mobile routers are introduced. We show why efficient route optimization is important for HAP networks and discuss how propositions that have emerged recently in the Internet community fit with HAP network architecture. Backhaul link utilization is presented as a major issue in Section 5.5, which deals with route optimization for network mobility. Proxy Mobility Anchor Point functionality is proposed as a solution to the previously identified intra-domain optimization issue in multi-level MIP architectures. The effectiveness of the proposed functionality is evaluated, both numerically and by computer simulations. An alternative solution to the problem is Proxy Home Agent functionality, which can be applied in environments without HMIP support. The functionality is shortly described at the end of Section 5.5. Section 5.6 provides an alternative approach to alleviate triangular routing problem by home agent placement optimization. The home agent placement optimization is possible because of localized mobility of mobile routers. Network performance is studied in a real environment network scenario using an empirical channel model for HAP to train communications. The performance is evaluated in terms of link utilization and flow performance. The topic of Section 5.7 is multihoming in HAP networks. We identify multihoming configurations that best suit to HAP network and analyse the benefits of using multiple home agents and multiple access interfaces.
simultaneously. We show that the use of multiple home agents and multihomed mobile routers can provide near-optimal communication paths for quasi-deterministic mobility of public transport vehicles. Link layer triggers to MIP are suggested in order to differentiate handovers from the Line-of-Sight/Non-Line-of-Sight (LOS/NLOS) conditions. We quantify the performance of the solution in terms of throughput and packet loss. The solution also provides data flow resilience in case of link layer errors, which can be treated, at least on the network layer, in the same way as the NLOS conditions. Section 5.8 concludes the report.

5.2 Network Architecture for Mobility Scenario

Provision of mobile communications to vehicles is studied in the most general network scenario that includes multiple platforms, onboard switching and inter-platform links. Selected architecture allows most efficient routing and consequently most efficient use of wireless resources. The considered scenario is depicted in Figure 38.

Platforms with onboard switching payload are assumed. The processing power suffices for packet based switching and routing. The inter-HAP links connect adjacent platforms without the need for any ground network elements. The links are based on optical technology with large bandwidth. Network elements on the ground provide HAPs with connection to the high-speed Internet through a set of backhaul links. User and backhaul radio communications with HAP take place on mm-wave bands.

It is assumed that the prevailing type of mobile user in HAP networks would be a collective vehicle; i.e. bus, train, ship or automobile. The passengers access the network through a local wireless or wire network. Efficient mobility support in the HAP network should handle the mobility of vehicles as well as that of passengers within vehicles.

Vehicles are expected to carry sophisticated, steerable, smart antennas for mm-wave transmission that would be difficult to integrate in end-user mobile terminals, although end-user communications should not be ruled out. The main difference between the end-user mobile terminal and the terminal on the vehicle is that the latter is expected to function as a mobile router for the local area network (LAN) implemented in the vehicle. A mobile router allows an entire network to roam. In order to access the global network, the passengers within the vehicle would connect to the local network and not
directly to the HAP. Often, they will require global mobility, in which case they will have to use their own MIP, in addition to the MIP performed by the mobile router. Hence so-called two-level mobility management will take place.

5.3 Hierarchical Approach to Mobility Support

The limited radio spectrum should be used as efficiently as possible, as the wireless links typically represent the bottleneck of communication networks. In HAP networks both access links and backhaul links to gateways and application servers are wireless. Moreover, backhaul links carry aggregate user traffic and therefore their unnecessary use must be avoided as much as possible. Note that user data does not necessarily have to pass through the ground core network — only user-to-HAP and HAP-to-HAP links may be involved.

It is also important to keep handover procedures fast and to avoid single points of failure in the nodes that handle mobility. A possible approach to solve the described challenges is to split the problem of routing to a mobile node into micro- and macro-mobility parts. Apart from that division, access mobility is considered as the lowest level of mobility. While micro- and macro-mobility divide the network layer mobility events into those that can be handled locally and those with global impact on the route, the access mobility is dealt with on the link layer within the scope of a single HAP. Access mobility in the 3rd generation networks refers to the methods and protocols that ensure mobility within the scope of a single Radio Network Controller (RNC), which corresponds to a single HAP in our operating scenario.

5.3.1 Access-Level Mobility

Mobility within a single HAP is proposed to be implemented on link layer, i.e. as access mobility, because loose coupling with network layer mobility enables exploitation of specific HAP access technology. This is not possible if IP-mobility is employed at cell level.

Furthermore, Mobile IP and its micro-mobility extensions as a highly developed mobility management solutions do not attempt to solve access control to a link. Note that wireless access networks require additional link level security, as the mobile network itself has to allow access to the resources for the mobile node before the Mobile IP signalling actually consumes radio resources. These problems are solved by existing authentication, authorization and accounting functionality.

Access level mobility is expected to take care of movements across the cell boundaries for the cells that are beamed from a single platform. In this way the entire HAP coverage area is seen as a single link by the network layer entities.

5.3.2 Micro-Mobility

In order to solve inter-platform handoff latency problem, several IP-based micro-mobility protocols have been developed. For instance, a set of extensions of the MIP have been proposed by the research community. The extensions, such as Cellular IP [49], Hawaii [53] or TeleMIP [54], propose a form of tree-like hierarchy of local routers. The infrastructure nodes in these schemes are arranged in a strict inverse tree structure beneath the root router, i.e. every node is a child of one and only one other node, and may be a parent of zero, one or more other nodes.

A tree like topology of nodes in HAP network requires involvement of backhaul links in the tree. An issue of route optimization arises for HAP-to-HAP communication. It is not reasonable to route this type of traffic on backhaul links.

The second group, i.e. the tunnel-based micro-mobility schemes, performs registration and different kind of encapsulation in hierarchical fashion. A concatenation of tunnels is created over local network. A typical representative of this group is the Hierarchical Mobile IP (HMIP) proposal [55], (RFC 4140). In IPv4 networks, regional registration plays a similar role.

Mechanisms in both groups of micro-mobility schemes define a kind of Anchor Node (AN) that is responsible for micro-mobility within the area. For instance, in HMIP the anchor node is called Mobility Anchor Point (MAP).
There are two alternatives where to locate the AN within the HAP network. If the AN is placed on the ground, backhaul links are included into domain tree. The AN is extensively involved into message exchange within the micro-mobility domain, which puts additional load on scarce radio resources on the backhaul link. The load increases significantly if mobile routers are involved. On the other hand, locating the AN within the platform network increases the load on the selected platform and reduces the inter-platform network efficiency. Note that platforms are connected in a mesh topology, which cannot be exploited in full if a tree-topology is imposed.

The single versus multiple-HAP micro-mobility area is illustrated in Figure 39. The AN advertises allocated IP addresses to external IP networks, maintains link-level connectivity with mobile nodes and stores location information about mobile nodes within the area. The advantages of single-HAP micro-mobility are mainly the following:

- **Maximised routing efficiency:**
  Route optimality is not affected by the AN location because it is placed on the network edge. This is one of the drawbacks of multiple-HAP configuration. Furthermore, if the AN is ground based, then backhaul links are involved, even for communication between the mobile nodes within the same micro-mobility area.

- **Higher scalability:**
  New HAPs may be added to the network without any impact on micro-mobility management in the rest of the network.

![Figure 39: Single-HAP vs. multiple-HAP micro-mobility area.](image-url)
There are severe drawbacks to the single-HAP micro-mobility solution:

- More frequent global path updates:
  
  Change of IP address is required when the user moves into the coverage area of a new platform. This is a macro-mobility event that requires a global path update. However, the coverage area of a single HAP is expected to be at least 60 km in diameter, therefore global path updates are still manageable. For example, a train at a speed of 250 km/h stays within the HAP coverage area for up to 14 minutes.

- Inter-platform handoff latency issue:
  
  This remains an open issue. It may be solved by current investigations that strive to define micro-mobility extensions of the MIP.

- Lower degree of location anonymity:
  
  Route optimization and processing of ICMP messages reveals the MN's point of attachment to the rest of the world with the precision of a single HAP.

Due to above reasons, micro-mobility area is expected to span multiple HAP platforms. In addition to reduced inter-platform handoff latency, such configuration offers less frequent global path updates and higher degree of location anonymity. Because micro-mobility schemes affect route optimality, as it is shown in the following sections, we propose and evaluate some modifications to the Hierarchical Mobile IP protocol.

### 5.3.3 Macro-Mobility

While micro-mobility enables transparent mobility within a limited area, macro-mobility procedures make possible transparent movements of a mobile node between the micro-mobility areas on the global scale. Due to address change, all transport layer connections will break down unless appropriate mechanisms are introduced.

Several macro-mobility protocols have been proposed in recent years. Although all of them have the common goal of location transparency, they differ from each other as they operate in different protocol layers. For instance, Session Initiation Protocol (SIP) operates at the application layer [56], while Mobile IP (MIP) is a network layer protocol (RFC 3344), [57]. SIP is limited by the performance of TCP or UDP over wireless links. MIP is considered as the most promising IP macro-mobility mechanism. It defines a set of entities and procedures that enable a mobile node to retain its home address on the move, without requiring changes in the intermediate routing nodes.

In case of multiple platform networks, time-critical operations, such as interplatform handover, cannot be handled just by macro-mobility protocol. Namely, MIP suffers from several weaknesses that require introduction of micro-mobility support in networks.

The basic MIP includes the movement detection procedures and registration with the home agent that can trigger handover. However, this can not be achieved in a fast way. Every time the mobile node gets a new local IP address, movement detection and registration steps must be completed. It is the mobile node that initiates these processes. Movement detection latency and registration latency are serious limitations for real-time communications. The overall latency may be large, since the movement detection mechanisms in MIP are based on either the expiration of the lifetime of foreign agent advertisements, or on the comparison of the address prefix of two different agent advertisements. The registration latency may be even larger as the home agent may be located anywhere on the Internet.
5.3.4 Other Issues

Another important issue that influences the user mobility infrastructure is how the HAPs are distributed between network operators. The simplest scenario is that one network operator operates all the HAPs in particular region. In this case the user roams to that network and is connected to the same operator throughout the coverage region of HAP system. However it can be expected that there will be more than one HAP network operator with different numbers of HAPs. Some of them will be inter-connected via terrestrial links, but also via interplatform links.

5.4 Routing to Mobile Nodes

5.4.1 Mobile IP

The Mobile IP protocol defines a set of entities and procedures that enable a mobile node to retain its home address on the move, without requiring changes in the intermediate routing nodes. Routing to the mobile node (MN) is done partially to the home address (HoA) and partially to the care-of address (CoA), that is a unicast routable address associated with a mobile node visiting a foreign micro-mobility area. While the mobile node is away from home, it registers its current CoA with the home agent (HA). The agent intercepts packets from a correspondent node (CN) destined for the mobile node's home address, encapsulates them, and tunnels them to the mobile node's registered CoA. The correspondent node is the node with which the mobile node is communicating. MN has to report any change in current CoA by sending a binding update (BU) to its home agent.

Registration and packet forwarding in MIPv4 is managed through a foreign agent (FA), whereas in MIPv6, the foreign agent is not needed. A foreign agent is actually a router for mobile nodes on a visited network that operates as the end-point for tunnels from the HA and provides CoA on behalf of the mobile nodes. Note that in the wireless networks the FA is located before wireless link. In the radio resource perspective, the use of FA is more effective because MIPv6 tunnels are established over the radio interface.

MIPv6 [57] builds on IPv6 transport technology, which gives it an advantage over MIPv4 (RFC 3344). Integrated route optimization functionality is one of the benefits of MIPv6. MIPv4 in its basic form suffers from the triangular routing problem, where all packets sent to a mobile node while away from home are intercepted by its home agent and tunneled to the mobile node; thus taking a long detour. In MIPv6 the CN can send IP packets directly to the MN after the optimization step takes place. The optimization is triggered by the MN. A binding update, similar to the update that is sent to the HA, is used to inform the CN about the MN's current location. Note that several messages must be exchanged in this process because it involves a return routability test and binding acknowledgement.

5.4.2 Hierarchical MIP

In order to improve MIP scalability, hierarchical mobility architecture was introduced ([55], (RFC 4140)) on micro-mobility level. Without any hierarchical structure the number of BUs increases proportionally as the network grows and the number of MNs increases. Efficient mobility management should keep network load low and provide optimum routing of packets. HMIP technology reduces frequent location registrations and the time needed for handovers.

The protocol differentiates the intra-site mobility from the inter-site mobility. A site can be an ISP network, a company network, a set of LANs or even a single LAN. A new node, called the Mobility Anchor Point (MAP), can be located at any level in a hierarchical network of routers. It can be viewed as a local HA for the site. The mobile node obtains the on-link care-of address (LCoA) and regional care-of address (RCoA). The RCoA is an address of the mobile node in the MAP domain. Note that in MIP only CoA, an equivalent to LCoA, is allocated and used. Before registering the RCoA with the HA and correspondent nodes, the mobile node registers with the MAP in order to establish a binding between the RCoA and LCoA.

When a mobile node moves within the site, a new LCoA is allocated on its new access point. Because the RCoA remains constant, only local binding updates are required within the MAP area. As a result,
A foreign correspondent node, i.e. a CN that does not reside within the same MAP domain, is aware only of MN's inter-site mobility. As a consequence, all inter-site traffic is routed through MAP, which is not always optimal. In order to cope with this problem, the specification allows several MAPs to be deployed for the same area of nodes. Furthermore, MAP can be placed within the border router to improve path efficiency.

Intra-domain route optimization is proposed to eliminate path deviations from its optimum, which would occur if all intra-site traffic were routed through the MAP [55]. Correspondent nodes that reside within the same site as the mobile node get special treatment. They are referred to as local CNs. The BUs to these nodes carry LCoA instead of RCoA. Registration updates are sent more frequently, i.e. on every point-of-attachment change. In this way an optimal route can be established between the CN and the MN within the site. The RFC 4140 is more restrictive as to which CN the MN sends a BU with LCoA as the source address. The CN must be attached to the same link as the MN in order to receive the BU with LCoA. This is not route efficient if the MAP is placed away from the network edge.

A mechanism is proposed to utilize network resources more efficiently by the choice of MAP. In a way, it can be considered as a substitute for intra-domain optimization. The alternative use of more than one MAP is permitted for redundancy and as an optimization for the different mobility scenarios experienced by mobile nodes. MAPs are used independently of each other. In order to achieve as optimal route as possible, the most suitable MAP should be selected for local CNs. This will avoid sending all packets via the distant MAP, hence resulting in more efficient routing. The mobile node may need some sophisticated algorithms to be able to select the most appropriate MAP. The IETF specifications only provide a default algorithm for selecting the most distant and furthest available MAP, which does not offer any intra-domain route optimization capability.

Distinguishing a local CN from one further away has not been addressed yet. The problem is not easy to solve because very little information is available to MNs about the network topology in which they roam. In fact, the MAP option in router advertisement messages includes only the distance vector from the mobile node, the preference for the particular MAP, the MAP's global IP address and the MAP's subnet prefix. Currently only CNs on the same link are recognized as local CNs. On the basis of the MAP's subnet prefix it would be possible to identify CNs within the same MAP domain from CN's RCoA, providing that CNs are also mobile nodes.

The multi-level hierarchy of MAPs is not supported by the RFC 4140 in contrast to the proposal in [55], because it is not required for a higher handover performance, which is one of the reasons for introducing HMIP in the first place. Moreover, it is prohibited to select more than one MAP and to force packets to be sent from the higher MAP down through a hierarchy of MAPs, because this may add forwarding delays and affect the robustness of IP routing.

5.4.3 Mobile Routers

When mobile routers (MRs) are present within the site, the intra-site optimization becomes an even greater problem. Mobility management for end-nodes is well defined in current MIP specifications, but the support for mobile networks has not been addressed. This kind of support will be needed for various types of communication devices moving on vehicles. The support is particularly important for HAP-to-train scenario.

MIPv4 and MIPv6 have been designed for end node mobility. Network mobility was not completely taken out of the specifications. The designers of MIPv4 claim that it could support mobile networks equally as mobile nodes. This may be true for MIPv4; however, in [58] the authors show that MIPv6 cannot support network mobility without some changes. Recently, MIP extensions for mobile routers have been studied within the IETF Network Mobility Working Group [59] [60].

Mobility principles, similar to those for end-nodes, apply to mobile routers. There is an HA that intercepts all packets for an entire network domain and forwards them to the mobile router. Note that MR's sub-network address prefix is bound to MR's CoA, which enables tunnelling sub-network traffic to a remote location. This differs from MIP for end-nodes, where a single address is bound to CoA. MR implements a movement detection mechanism and performs registration with its HA.

In contrast to MIP for end-nodes, path optimization for mobile routers remains a largely open challenge. Although several proposals exist that deal with the path optimization issue [58] [61] [62] [63]
Path optimization for mobile routers is a challenging task due to multiple-level or nested mobility. The problem can be illustrated by an example. Suppose that an MN, served by the MR, registers with its HA because it requires global mobility. The first data packet from the CN to the MN is routed to the MN's home network. The MN's HA tunnels the packet to the MN's CoA, which is in the name space of the MR's home domain. Therefore, the tunnel from the MN's HA to the node itself passes through the MR's HA, where it is further encapsulated, due to a tunnel that connects the MR's HA with the MR. The resulting two-level MIP architecture is illustrated in Figure 40. The inner architecture is required because of the mobility of the router mounted on the vehicle, while the outer architecture guarantees global mobility of the passenger's mobile terminal.

Triangular routing, as seen in Figure 40, is inefficient as regards backhaul link utilization. Without route optimization, HAP-to-HAP and even intra-HAP communications unnecessarily use the scarce radio resources on the backhaul link. This is illustrated in Figure 41.

Top-level MIPv6 optimization removes MN's HA from the communication path; however it cannot skip the MR's HA. The traffic between the MN and the CN passes through the MR's HA, which is clearly inefficient. In Figure 42 and Figure 43 packet flow is illustrated after the first-level route optimization takes place. All packets between mobile nodes still traverse backhaul links in both directions, even when both nodes are within the same HAP network coverage. This holds even for nodes that do not require global mobility.

Several proposals for addressing the problem of route optimization for mobile routers have been made by the Internet community. An extensive survey of route optimization solutions can be found in [65]. Prefix Scope Binding Updates (PSBUs) [58] establish a many-to-one relationship between the set of nodes that are serviced by the mobile router and its CoA. The MR sends PSBUs to all CNs that communicate with MR or with any node on the mobile network that MR is serving. The binding message tells its recipients to use CoA of the MR for all packets with the address within the mobile network prefix. The MR deduces that PSBU should be sent to the originator of the packet if the packet is received from its HA via the tunnel. Home agents and CNs should therefore be adapted to handle the PSBU-based route optimization.
Figure 41: Two-level MIP routing for HAP-to-HAP traffic.

Figure 42: Two-level MIP routing after first-level route optimization (CN in global network).
Figure 43: Two-level MIP routing after first-level route optimization (CN in HAP network).

In [61], the reverse routing header method was proposed. The method is based on so-called heartbeat messages, which are sent periodically by MNs and MRs to HAs. On its path the information is added to a message that enables the packets to be sent directly to the root-MR. The method produces a large number of control messages in the network and requires changing the existing MIP mechanisms. It was further extended and used as a basis for a solution proposed in [71].

Optimized Route Cache Management Protocol (ORC) [66] introduces new functionality in some Interior Gateway Protocol (IGP) routers. Binding information is scattered over the network. Path optimization is possible only if ORC router is available in the same network as CNs.

In [67] [68] [69] route optimization burden is transferred to the nodes within the mobile network. On every MR reattachment a new CoA is allocated to each node and then communicated to CNs, while [70] defines Distributed Home Agent Protocol, which authorizes the MR to act as an HA for the local mobile nodes.

In [62], route optimization in nested mobile networks is achieved by exchanging address information between root-MR and MNs or sub-MRs. The mechanism is very similar to the mechanism in HMIP, where an MN obtains location information from the MAP through router advertisements and forms RCoA that actually contains the information about the MAP location. In this proposal, MN registers once to a root-MR and once to the HA. The root-MR memorizes MN's location within the nested mobile network while the MN's HA binds MN's home address with the location of the MR. The MN's HA can bypass the MR's HA by sending packets directly to the MR's current location. The root-MR has enough information to relay the packets to the MN.

Because the latter approach maps well on the IETF hierarchical mobility management, it was further extended [63] and published as an Internet draft [64]. HMIP-based route optimization is illustrated in Figure 44. According to the specification, MAP performs functions of the root-MR. Sub-MRs forward information about MAP all the way to end-nodes in router advertisement messages (messages 1 and 4). In addition to registrations from MNs, as they are defined in HMIP, MRs register theirs location and network prefix with the MAP (message 2). The combined information from binding cache entries for MNs and MRs allows MAP to route packets toward MNs, using either IPinIP tunnelling [64] or an IP routing header option [63].

The difference between the proposals in [62] and [63] [64] is that, in the former, registration with MN's HA is triggered on every root-MR move, while in the latter, it is not. While MR moves within the MAP domain, the burden of location registration for handovers is eliminated. Only local binding updates from the MR to the MAP are needed to reallocate the whole mobile network, while the MR's HA remains excluded from the communication paths.
5.5 Route Optimization

5.5.1 Backhaul Link Utilization

If HMIP is applied to the HAP network and the MAP is placed on the ground, the backhaul links are involved in the HAP-to-HAP communications, which is clearly an inefficient use of scarce radio resources. Packet flow after HMIP based route optimization in the HAP network with MAP on the ground is shown in Figure 45.

In order to exclude the backhaul links from the HAP-to-HAP communications, the HMIP domain root, i.e. MAP, should be located on each platform (Figure 46). However, the advantages of hierarchical mobility are lost by placing the MAP on the very edge of the access network, which is why such solution is not acceptable. Note that some other mechanisms should be implemented in that case to improve handover performance. In the following, intra-domain routing problem is investigated in detail. Solution to the problem is proposed and evaluated.

5.5.2 Intra-domain Routing Problem

Intra-site route optimization, as proposed in HMIP, is lost when MN resides within MR's mobile network, which in turn roams within the MAP domain. This is the primary cause of the backhaul link issue, identified in the previous subsection.

In order to trigger intra-site optimization, an MN must recognize CNs within the same site. The CN that resides below MR cannot be identified as a site local node by its IP address because the address is from a different domain. The exceptions are those CNs that are also MNs. They can be recognized as being within the same MAP domain based on theirs RCoA. However, this is of little use. Even though the MN recognizes the CN as a site local node, it should not identify itself by its LCoA. A packet destined to the LCoA will be routed to the MR's HA and from there to the MN via the MAP. Instead of shortcutting the MAP, an even longer path will be used.
In Figure 47 both the MN and the CN reside within HMIP domain. The domain is defined by the reach of the Router Advertisement (RA) message, which is periodically distributed by the MAP node (messages 1 and 4). As required by the HMIP specification, the RA message carries a MAP option field with the MAP’s IP address. The MN and the CN access global network through the mobile routers MR\(_1\) and MR\(_2\) that in turn connect to the access routers AR\(_1\) and AR\(_2\). Both access routers, the AR\(_1\) and the AR\(_2\), are first level routers in the hierarchy of network routers within the HMIP domain with a root in the MAP node.
After the MR\(_1\) moves into the AR\(_1\) area and receives the RA message (message 1), it sends binding update to the MAP, which binds the MR\(_1\)'s current location (LCoA\(_{MR1}\)) with the MR\(_1\)'s regional address (RCoA\(_{MR1}\)) and with the address prefix served by the MR\(_1\) (message 2). If the MR\(_1\), due to the movement, changes MAP domain, it sends binding update to its own HA, which binds the RCoA\(_{MR1}\) with the HoA\(_{MR1}\). Similar binding updates are sent by the MN (messages 5 and 6); the message to the MAP binds the LCoA\(_{MN}\) with the RCoA\(_{MN}\), whereas the message to the HA\(_{MN}\) binds the RCoA\(_{MN}\) with the HoA\(_{MN}\). The MN sends these messages only if it detects MAP change in the RA message. Note that binding acknowledgements are not shown in the example.

In Figure 48 an intra-domain data flow is illustrated. None of the home agents are involved in the communication path. The MR's HA is bypassed due to the above HMIP-based route optimization, whereas the MN's HA is avoided due to the MIPv6 optimization. MIPv6 optimization is also referred to as first-level optimization because it is performed on the highest level of nested mobility, i.e. by the end-nodes. Using the same analogy, route optimization for mobile routers can be designated as a second-level optimization. During the MIPv6 optimization the MN is notified about the CN's RCoA and vice versa, the CN learns the MN's RCoA. Note that the CN is also a mobile node. First level optimization requires additional messages to be exchanged; however, they are not shown in our example because the optimization is a standard feature of MIPv6.

In our example the packets from the MN to the CN are first encapsulated and sent to the MAP address as required by RFC 4140. The MR\(_1\) performs second level encapsulation in order to enable packets pass through ingress filters. The MAP decapsulates packets and, according to the composite binding RCoA\(_{CN}\) LCoA\(_{CN}\) MR\(_1\)-prefix LCoA\(_{MR2}\), encapsulates packets twice, using the LCoA\(_{CN}\) and LCoA\(_{MR2}\) as tunnel destinations. The packet formats are shown in Figure 49, including IPv6 header information, MIPv6 routing headers and MIPv6 destination options. From the above, we can see that intra-domain traffic takes path through the MAP node, even though there is a shorter path between the ARs.
Figure 48: HMIP intra-domain data flow.

From MN to MR₁

<table>
<thead>
<tr>
<th>IPv6 hdr</th>
<th>IPv6 hdr</th>
<th>routing hdr</th>
<th>dst. option</th>
</tr>
</thead>
</table>
| src: LCoA
dst: MAP | src: RCoA
dst: RCoA | CN HoA | MN HoA | data |

From MR₁ to MAP

<table>
<thead>
<tr>
<th>IPv6 hdr</th>
<th>IPv6 hdr</th>
<th>IPv6 hdr</th>
<th>routing hdr</th>
<th>dst. option</th>
</tr>
</thead>
</table>
| src: LCoA
dst: MAP | src: LCoA
dst: MAP | src: RCoA
dst: RCoA | CN HoA | MN HoA | data |

From MAP to MR₂

<table>
<thead>
<tr>
<th>IPv6 hdr</th>
<th>IPv6 hdr</th>
<th>IPv6 hdr</th>
<th>routing hdr</th>
<th>dst. option</th>
</tr>
</thead>
</table>
| src: MAP
dst: LCoA | src: MAP
dst: LCoA | src: RCoA
dst: RCoA | CN HoA | MN HoA | data |

From MR₂ to CN

<table>
<thead>
<tr>
<th>IPv6 hdr</th>
<th>IPv6 hdr</th>
<th>routing hdr</th>
<th>dst. option</th>
</tr>
</thead>
</table>
| src: MAP
dst: LCoA | src: RCoA
dst: RCoA | CN HoA | MN HoA | data |

Figure 49: Data packet formats.
5.5.3 Proxy Mobility Anchor Points

We propose to extend the IETF Network Mobility Group’s route optimization solution [64]. In the following, PMAP functionality is defined in order to enable intra-domain route optimization, even when mobile routers are present within the network. The PMAP mechanism is completely transparent to MIP entities, i.e. MNs, MRs, HAs and CNs, which communicate with PMAPs as with a regular MAP node; therefore network providers may choose to support PMAP functionality or not. The functionality must be implemented in the access network nodes within the HMIP domain. In addition to those nodes, the MAP node itself should also support PMAP functionality.

In order to describe the operation of PMAP nodes, we show differences in control (Figure 50) and data message flows (Figure 52) on the example from the previous section. The AR₁ and the AR₂ implement PMAP functionality as well as the MAP node — this is designated as a root-PMAP. The root-PMAP allocates MAP information, which is communicated to the mobile nodes via router advertisements, in the same way as a conventional MAP would do. In addition, a multicast address is allocated and added to the RA messages as a new PMAP option.

PMAP nodes join multicast group using the advertised address and form a group of nodes with PMAP functionality within HMIP domain. Group communication is used to synchronize copies of MAP’s binding table in all PMAP nodes. Protocol Independent Multicast - Dense Mode (RFC 3973) is suggested for the multicast communication because PMAP nodes densely populate HMIP area and no rendezvous points are required, efficiently eliminating a single point of failure.

While a node is serving as the PMAP, it intercepts all packets that are addressed to the publicized MAP address. Therefore, binding updates sent by MRs and MNs are intercepted, as well as encapsulated data, which would normally be tunneled to the MAP. In Figure 50 the AR₁ intercepts bindings from the MR₁ (message 2) and from the MN (message 6), processes them, and sends synchronization messages using the PMAP multicast address (messages 3 and 7). Synchronization messages are similar in content to binding updates. Figure 51 illustrates sequences of control packet transmissions in detail. Sequences are exchanged under different conditions. For instance, a BU from the MR₁ to its HA is sent only if MR₁ changes MAP domain.
Binding updates are processed the same way as they would be by a conventional MAP. On receiving the binding update, PMAP creates a new entry or updates its existing entry if such an entry already exists. The entry is not removed from the binding table until the expiry of the lifetime period or until a cancellation is received. In this way, a copy of the MAP binding cache is built in each PMAP node. Binding acknowledgments are sent as a response to the regular binding updates. Depending on the destination address of the received packet, the PMAP follows these rules:

![Figure 51: Sequences of control packet transmissions.](image)

1. Tunnels to the MAP address are effectively terminated. Data is decapsulated and recursively processed according to this rule.

2. A data packet addressed to the MAP domain address space is tunnelled to the local address according to the binding table entries. Note that integrated bindings RCoA_MN—LCoA_MN—MN-prefix—LCoA_MR require multiple encapsulations in order to deliver the packet across the mobile router.

3. Other data packets are routed to their destination addresses without any particular action.

In comparison to Figure 48, in Figure 52 data packets take the optimal path. Because the tunnelled packets are destined for the MAP address, they are intercepted by the first PMAP in the AR_1. They are decapsulated twice according to the 1st rule. The inner packet destination address is CN’s RCoA, for which there is a binding cache entry in the PMAP. The 2nd rule is applied and the packet is forwarded through two tunnels to the CN. As there is a shorter path between the AR_1 and the AR_2, the MAP is excluded from the packet flow. The exchanged packets may take the optimal path because tunnels are intercepted and terminated at the very border of the network. In the reverse direction, the 1st and the 2nd rules are applied in the AR_2.

The exact levels of encapsulation are illustrated in Figure 53. Tunnel overhead increases further with additional levels of nested mobility.

PMAPS provide redundancy in case of single node failure. If a conventional MAP fails, its binding cache content will be lost, resulting in loss of communication between mobile and correspondent nodes. This situation is avoided with PMAPS because any PMAP on the path to the root-PMAP may replace the failed node.

The security relationship between the mobile node and PMAP must be as strong as is requested between the mobile node and the MAP. This involves mutual authentication, integrity protection and
protection against replay attacks. The absence of protection may lead to malicious mobile nodes impersonating other legitimate ones or impersonating an MAP.

The MAP needs to ensure that a BU for a particular RCoA was issued by the same mobile node that established the security association (SA) for that RCoA. The security association can be established using any key establishment protocol. SA is not required in all PMAP nodes as opposed to the binding entry, which needs to be synchronized on every change. MNs and MRs need to send a binding update using the same SA on update lifetime expiry or when the node's local care-of-address changes. In the former case a binding update is processed by the PMAP that already holds the SA for the particular RCoA, while in the latter case the SA needs to be transferred to a new PMAP. The new PMAP could request the SA from the old PMAP providing that binding entries in PMAP nodes contain the information about the creator of the entry. Note that a request for a MR's SA implies a transfer of SAs for all MNs served by the MR.

If PMAP solution is applied to the HAP network, backhaul links are excluded from the HAP-to-HAP communications. The exchanged packets take the optimal path. Packet flow after first-level route optimization is shown in Figure 54.
5.5.4 Performance Analysis

In order to evaluate performance gains of the proposed HMIP intra-domain routing, we conducted numerical and simulation evaluations. Based on the results, we assert that the proposal improves routing efficiency and throughput, which is impaired by MIP mechanisms and by suboptimal data routes. At the end of each subsection HAP network implications of the results are detailed.

Figure 54: PMAP-optimized route in an HAP network.

5.5.4.1 Numerical Evaluation

We determined the influence of various topological parameters of the hierarchical domain on routing effectiveness. Mean Route Length (MRL) was taken as the measure of routing efficiency, where route length can represent the cost of using communication links. Domain parameters, such as domain depth, node degree and network scale ratio, were investigated.

Routing Efficiency

The network model shown in Figure 55 represents a hypothetical HMIP domain of network routers. The following assumptions were made about the model:

1. Root-PMAP or conventional MAP is located at the top of the domain.
2. The domain has several hierarchical layers of network routers. There are a total of $L$ layers, excluding the root node.
3. Each node serves as a gateway for a local network in the succeeding layer; the last layer nodes are access routers (ARs). The number of nodes served, i.e. node degree $n$, is assumed equal for all nodes.
4. Nodes that share a common gateway are connected locally. Local communications do not involve a gateway node. No particular type of topology is assumed for these connections. It could be a bus or a mesh topology.
5. The mean distance between the nodes in adjacent layers was set to $a_i$, the mean distance between the nodes in regional networks within the same layer to $b_i$, where $i$ was the layer index. Nodes closer to the root node were distributed on a larger scale, i.e. $a_i > b_i$ and $b_i > a_{i+1}$.

In order to reduce the number of evaluation parameters, a network scale ratio was defined as $f = a_i/b_i = b_i/a_{i+1}$ and was used in discussing the results.
6. The route distances between MNs, MRs and ARs were irrelevant for the evaluation. They were set to zero.

![Diagram of HMIP domain model](image)

**Figure 55:** HMIP domain model \((L = 2, n = 3)\).

MNs accessed the network through MRs and were assumed to be uniformly distributed among domain ARs. Intra-domain traffic was studied, because only this type of traffic benefits from the proposed optimization. Note that the optimality of routes with the outside world is not affected. The distribution of the traffic exchanged between the MNs was assumed to be uniform.

Calculation of the intra-domain mean route length in HMIP with support for MRs \((MRL_{HMIP})\) is straightforward because all traffic is routed through the root node. It can be calculated as follows:

\[
MRL_{HMIP} = 2 \sum_{i=1}^{L} a_i
\]  

(5.1)

Calculation of the intra-domain mean route length for our proposal \((MRL_{PMAP})\) requires an estimation of shortcut probabilities \(P_i\) for each layer. \(P_i\) is the probability that the route makes a turn on layer \(i\) under the assumption of uniform distribution of MNs.

The optimal route between two MNs makes a turn in a layer below the lowest common ancestor node in the tree topology of network routers. The probability that two MNs are located in the same sub-tree with root in the layer \(i-1\) is \(1/n^{i-1}\). However, the turn will occur in layer \(i\) only if two MNs are not within the same sub-tree with root in the layer \(i\). The probability of this event is \(1/n^i\). Therefore, \(P_i\) can be computed as

\[
P_i = \frac{1}{n^{i-1}} - \frac{1}{n^i} = \frac{n-1}{n^i}.
\]  

(5.2)

Using the above probabilities, one can calculate the intra-domain MRL for the proposed PMAP solution as

\[
MRL_{PMAP} = 2 \sum_{i=1}^{L-1} \left( P_i \sum_{j=i+1}^{L} a_j \right) + \sum_{i=1}^{L} P_i b_i
\]  

(5.3)
The first term is the contribution of vertical path segments, while the second is the mean distance of horizontal connections within regional networks.

Figure 56 shows the relationship between the depth of the domain $L$ and the reduction of the mean route length resulting from applying our proposal. The reduction is calculated as $(\text{MRL}_{\text{HMIP}} - \text{MRL}_{\text{PMAP}}) / \text{MRL}_{\text{HMIP}}$, presented as a percentage. The parameter $n$ was set to 4. The reduction of mean route length decreases with the domain depth. In deeper domains there are shorter routes possible, however the probability of their occurrence is lower and the length of all routes increases, which explains why the reduction is larger for lower depths.

![Figure 56: Reduction of MRL vs. domain depth ($n = 4$).](image)

As expected, network scale ratio has a significant influence on the effectiveness of intra-domain optimization. The reduction of mean route length is larger in networks with larger $f$, as seen in Figure 57.

![Figure 57: Reduction of MRL vs. network scale ratio ($n = 4$).](image)

The influence of node degree on the MRL reduction is demonstrated in Figure 58. Larger reductions are achieved in narrower domains, i.e. domains with smaller $n$. The reduction curves approach asymptotic values. The decrease in reduction is particularly noticeable for node degrees up to 10. The asymptotic value can be computed as the limit of the MRL reduction function as $n$ approaches infinity.
In Figure 58, the asymptotic values are approximately 57% for the upper curve and 40% for the lower curve.

![Figure 58: Reduction of MRL vs. node degree (L = 3).](image)

**PMAP Synchronization**

PMAP extension of HMIP requires BU messages to be multicast to a group of nodes instead of being forwarded only to the domain root node, which results in increasing the number of control messages within the hierarchical domain. We evaluate the increase of control messages numerically and propose additional improvement to the synchronization procedure in order to keep the synchronization load as low as possible.

Each BU received by an AR triggers the synchronization procedure. In case of PIM-DM as underlying multicast protocol, a shortest path tree is used to deliver synchronization messages to all PMAPs. Therefore, the number of exchanged messages using the model in Figure 55 equals

\[
\sum_{i=1}^{L} n^i,
\]

which is actually the total number of nodes in HMIP domain reduced by one, as opposed to \(2L\) messages required in domains without PMAP support. Note that BUs sent to the MAP must be acknowledged.

Obviously, the intra-domain route optimization capability comes at the price of increased signalling. When we consider the increase in number of control messages, we have to take into account the following facts:

1. BUs to the MAP highly depend on the moving patterns of MNs and MRs. A MR sends a BU on every AR change, whereas MNs served by the MR send BUs only on MAP domain change. There is an additional BU that needs to be sent if a MN changes MR.

2. It is generally not advised to deploy an HMIP domain with a large \(L\). The size and the depth of the MAP domain should not be so large that mobile nodes could become too far from the MAP and loose some benefits of route optimization to nodes in global network.

A solution to reduce the number of synchronization messages can be based on the following observation. Let the optimal route between two ARs make a turn in layer \(i\) with respect to the model in Figure 55. If we allow PMAP functionality in layer \(i\), there is no need to distribute bindings all the way
from one AR to another. It is sufficient to keep binding cache entries synchronized in layer \(i\) only. An AR without matching binding entry will pass a packet toward the root PMAP. Consequently, a PMAP node in layer \(i\) will intercept the packet and the route optimality will not be affected.

In order to achieve limited distribution of synchronization messages, PMAPs should support the following protocol. Upon the receipt of a synchronization message, a PMAP forwards the message to the router higher in the domain tree. Further, the PMAP should multicast the synchronization message to the local nodes on the same layer. If we apply the method described above on our domain model, only 6 messages per BU are required instead of 12. More formally, the number of synchronization messages per BU equals \(\frac{L}{2}\), which is a notable improvement in comparison to (4).

**HAP Network Application**

When the root of a hierarchical domain in the HAP network resides on the ground, the number of levels \(L\) is 1. Due to differences in the underlying transport technologies, i.e. optical versus radio transmission, and the fact that mean distance reflects the cost of communication links, \(a_1\) exceeds \(b_1\) by even more than one order of magnitude, i.e. \(f > 10\). It is assumed that all HAPs have a backhaul connection with the ground nodes. Consequently, the node degree \(n\) is equal to the number of HAPs. Cost reduction, as defined above, is significant. It can be evaluated as

\[
100(1 - \frac{n - 1}{2nf}) = 100(1 - \frac{1}{2f}).
\]

For example, in case of \(f = 10\), the cost reduction amounts to 95%.

**5.5.4.2 Simulation Evaluation**

In addition to more efficient utilization of network resources, intra-domain optimization improves TCP flow performance. This is due to the fact that data on shorter routes usually experience less delay. Simulations were performed in order to provide quantitative results.

It is well-known that TCP performance suffers on the longer RTT (Round Trip Time) connections because of the TCP window-based transmission algorithm which, being triggered by acknowledgement arrivals, depends on network delays [72]. Furthermore, the optimal path between two mobile nodes cannot be used at once. Binding updates must be exchanged in order to establish an optimized route. Note that the return routability procedure precedes each binding update, incurring additional delay. However, mobile nodes are expected to send data from the very beginning of the connection, which causes some data to experience a longer RTT.

We studied TCP performance for various communication scenarios using the ns-2 simulator [20]. A series of simulation experiments were performed for the environment with no second-level optimization, for the HMIP based optimization, and for the PMAP extended HMIP scenario. Simulation network topology was chosen to represent a network architecture with a single layer of network routers according to the model in Figure 55. Results for multiple layer architectures can be deduced using the conclusions on the MRL reduction.

The network topology considered in the ns-2 simulation runs is shown in Figure 59. This topology depicts a simplistic version of a network topology. There are two access links - from the MR\(_1\) to the HAP\(_1\), and from the MR\(_2\) to the HAP\(_2\), a link between the HAPs, a MAP and a link with the global network, where home agents are expected to be located. A 50 ms link delay was selected for communication with the global network as opposed to 2.5 ms delay for other links. A TCP agent was attached to the MR\(_1\), while the TCP sink was positioned in the MR\(_2\)'s network. A persistent FTP file transfer was set up. The maximum size of a packet that the TCP agent could generate was 1 Kbyte.

We define RTT\(_L\) as the round trip time of the path between two mobile nodes that traverses the global network, and RTT\(_S\) as the RTT of the shortest path possible. It is assumed that the MN\(_1\), as initiator of the communication, triggers path optimization in parallel with the first data being sent. In the best case scenario, the delay between the start of the communication and the time when MN\(_1\) starts using MN\(_2\)'s RCoA can be approximated as 1.5 RTT\(_L\). This time is needed for completion of the return routability procedure and for the binding update message to be received by the MN\(_2\) [57]. On the other hand, the MN\(_2\) initiates another return routability procedure and sends its own binding update message to the
MN₁ as soon as it receives the first data packet from the MN₁ at 0.5 RTT₁. Therefore, in the best case scenario, the MN₁ receives a valid binding update at 2 RTT₁, which we define as Δopt. Note that even Care-of Test Init and Care-of Test messages, which are exchanged as part of the return routability procedure, must be routed in the global network. In contrast with other messages, they pass only the home agent of the sender and skip the destination node’s home agent. This is due to the fact that, unless a binding has been established between the mobile node and a correspondent node, traffic from the mobile node to the correspondent node in MIPv6 goes through a reverse tunnel, which involves the mobile node’s home agent.

TCP performance suffers on the longer RTT connections (Figure 60). Long RTTs, by reducing the congestion window growth rate, result in throughput degradation. In comparison with the flow that takes the optimal path from the beginning, the time needed by the optimization causes a shift of the TCP performance lines in time by approximately 2 (RTT₁ - RTTₛ). The HMIP optimized flow and the non-optimized flow take paths with longer RTT for the lifetime of the connection, which can be observed as a lower slope of the performance lines. The tunnelling overhead was ignored in the simulations.

When only first-level optimization is performed, and also in the case of HMIP based optimization, all packets pass through the MAP. PMAPs manage to relieve that load. Packets are sent through the
MAP only during the $\Delta_{opt}$ time period. During this time the packets are routed in the global network in all communication scenarios. The slow start congestion avoidance algorithm limits the amount of data being injected into the network by a TCP sender during $\Delta_{opt}$ interval, as seen in Figure 60. Note that the amount of data sent into the global network in the case of UDP flows is larger, since there is no acknowledgement mechanism.

5.5.5 Proxy Home Agents

Inter-domain route optimization issue may be solved even if HMIP-based route optimization for mobile routers is not implemented in the HAP network. Similar proxy functionality may be applied in a form of Proxy Home Agents (PHAs). However, this solution requires extensions in mobile routers that are expected to roam the HAP network. Optimal inter-platform routes may be achieved even when mobility management for mobile routers does not include support for route optimization. Proxy Home Agents adopt an idea of distributing routing information in selected parts of the network in order to speed up route convergence to its optimal path. In the following we provide a short description of PHA functionality.

Proxy Home Agent functionality should be implemented in HAP nodes. The PHAs perform similar tasks as home agents in home networks. The PHAs are used only by mobile routers that roam in the HAP network and are interconnected in a group.

A mechanism allows a mobile router to discover the nearest PHA on a visited link. This may be achieved in a similar way as mobile nodes discover MAP node in HMIP, where a new option is introduced in router advertisements. In addition to sending a registration request to its HA, mobile router would register, i.e. send a binding update, with nearest PHA, which would in turn multicast the registration request to the PHA group.

Each PHA maintains a binding cache. Upon receiving of the binding update, PHA creates a new entry for the mobile router or updates its existing entry, if such an entry already exists. The entry binds the MR's home network prefix with its CoA. The entry is not removed from the binding cache until the expiration of the lifetime period or until a cancellation is received.

An HAP intercepts all packets that are addressed to the mobile router's network while it is serving as the PHA for the MR. Like the HA, the PHA establishes a tunnel to the MR and forwards intercepted packets.

The MR continues to notify, i.e. sends binding updates to the advertised PHA, until it stays within the HAP coverage. As soon as the MR leaves the HAP network it de-registers with the last known PHA and withdraws any further notifications. The cancellation is, like other messages to the PHA, multicast to the PHA group.

Suppose that both a CN and a MN access the network through the mobile routers that are roaming in an HAP network. The first few packets from the CN to the MN are routed through the MN's HA. After the first-level route optimization, the CN is notified about the MN's CoA, which is within the MR's home domain. Further packets from the CN to the MN are destined to the MR's home address and, therefore, intercepted by the PHA on the access HAP and tunnelled to the MR's CoA. Backhaul links and the MR's HA are excluded from the packet flow between these two nodes. The exchanged packets take optimal path because they are intercepted at the very border of the network. Existing IP routing mechanism forwards the packets to the MR's current location based on the knowledge of the network topology, which includes the knowledge of the alternative routes.

The proposed mechanism was evaluated in terms of backhaul link utilization and flow performance. Only HAP-to-HAP communication was considered, representing the only segment benefiting from the PHA mechanism. TCP traffic has been examined by means of the ns-2 simulator. Series of simulation experiments were performed in probing different communication scenarios. Simulations were performed for the environment with no second-level optimization, for the HMIP based optimization with MAP placed on the ground, and for the PHA based optimization. Results resemble that from the previous section, with slight differences in actual timing (Figure 60).
5.6 Placement of Home Agents

In this section an alternative placement of mobile router’s home agent is investigated as an approach to alleviate triangular routing problem as much as possible. This could be rewarding for communications that, due to some reason, cannot use route optimization mechanisms. We must be aware that route optimization support for mobile networks is not current priority of Network Mobility Group. Route optimization support is planned as an extension to the basic mobility support for mobile routers. Even after the standardization, the extensions would not be required to be implemented. Moreover, some proposed route optimization schemes require involvement of the end-nodes within the mobile network, which cannot solve the problem for mobility unaware local fixed nodes. The proposed HA placement optimization is possible because of localized mobility of mobile routers.

First, we discuss the HA placement dilemma for mobile routers served by the HAP network. The effectiveness of the proposed alternative placement of HA is studied in a real environment network scenario using empirical channel model for HAP to train communications. Network performance is evaluated in terms of link utilization and flow performance.

5.6.1 Placement Dilemma

Normally, the mobile router’s home network is located in the company headquarters. When a vehicle, for example a train, is at home station, its mobile router is attached to fixed network, where the HA is located. Once in operation the train registers from time to time over its radio link with a series of wireless access points.

Due to relatively large coverage area, which can be expanded even further by a network of interconnected platforms, it is expected that many public transport vehicles will access HAP network most of the time. If mobile router’s HA is located in the company headquarters, traffic is routed through home network. This is clearly inefficient due to deviation from the optimal best-effort type of path, eventually resulting in triangular routing problem for communications that can not use route optimization mechanisms. HAP backhaul links are additionally penalized because even HAP-to-HAP and inter-HAP communications are tunneled to ground based HA. In this case, it would be better to place the HA on the platform and make the access network to be home network for such mobile routers.

Unfortunately, the availability of user-to-HAP link depends on direct visibility from the vehicle to the platform. Tunnels, bridges, hilly terrain, canyons and other obstacles block Line-of-Sight (LOS). In order to avoid communication blackouts, mobile router can have multiple roaming interfaces. This would allow for connection to a variety of wireless links, operated by different network providers. Dual interface architecture is illustrated in Figure 61.

However, the advantage of HAP-based home network is not so straightforward in this scenario. During blackouts the packets are rerouted to a new location by the home agent, which means that packets from a distant CN are unnecessarily forwarded up and down along the backhaul link. There is a third alternative as regards HA placement, which would avoid the above effect. By placing HA in the ground station (GS), i.e. the ground end of the backhaul link, one can avoid the above situation. Unfortunately, in this case HAP-to-HAP and inter-HAP communications are routed through GS. Obviously, the proper choice of the HA location depends on the HAP visibility conditions. We studied trade-offs of various HA locations by the simulation.

5.6.2 Simulation Evaluation

In order to evaluate trade-offs of ground versus platform-based HA, simulations were performed. We simulated actual railway line in the length of more than 300km. HAP availability data is based on a digital relief model of Slovenia and was derived within the workpackage 2.3 of the CAPANINA project [12]. A two-state channel model was assumed in simulations. When no direct visibility from platform to train exists (NLOS), an alternative terrestrial network provider is used to maintain the connectivity.
5.6.2.1 Simulation Tool

The actual simulations were performed using the OPNET Modeler [73], which is a discrete event based simulation tool. Built-in models were adapted to support the mobility scenario with mobile routers due to lack of efficient MIP model for targeted wireless environment. Wired models were extended with expected handoff behaviour in wireless settings.

We took into account the discarded packets due to handoff latency. The exact moments of reroute actions and packet discarding intervals were calculated in advance with respect to the LOS conditions and handoff procedures. Actual tunnel was setup between the HA and the MR.

A persistent FTP file transfer was established with a single CN as a sender and a single MN as a receiver. Since FTP uses TCP transport protocol, we were actually observing the TCP performance. In the following, a small time interval in the LOS input data is analyzed in order to observe the effects of handoff performance and the influence of LOS/NLOS conditions with sufficient precision.

5.6.2.2 Results

Several simulation scenarios were compared. They were defined with respect to the placement of the HA, which can be located in the global network (SGN) (i.e. company headquarters), in the ground station (SGS) or on the platform (SHAP). In each of the scenarios, two locations of the CN were considered. The CN was placed either in the global network or in the HAP network. Note that the MN always resided within the mobile network.

Figure 62 shows selected delays and bandwidths for the SGN scenario with the CN in the global network. An average delay of 25 ms was set in the global network as opposed to 2.5 ms delay for wireless links. The delay between the WLAN base station and the core network was assumed to be negligible. The backhaul link between the HAP and the GS is expected to be a bottleneck link. We configured link background traffic of various intensities in order to simulate the bottleneck conditions.
First we discuss TCP performance for the scenarios with the CN in the global network. Figure 63 depicts data transfer rate for the three scenarios with no background traffic on the backhaul link. The SGN curve has the lowest slope, which is mainly due to delay in the global network. If the HA is located on the HAP, performance improves significantly even though the route is not optimal during the NLOS period. This is because of low delay between the terrestrial wireless network and the HAP ground station, which are geographically nearby. However, during the NLOS conditions backhaul link is still being used in both uplink and downlink direction. This could potentially lead to link congestion, as it is shown in the following. Therefore, the best performance is achieved with the HA in the GS. The transfer rate is slightly higher, comparing it to the SHAP scenario, because of more optimal routes. Furthermore, the backhaul link load is removed during the NLOS conditions.
noticeable in the SHAP scenario. During the NLOS conditions, all packets traverse backhaul link twice, which is inefficient both due to round-trip-time (RTT) and due to unnecessary load on the link. At some point the SHAP curve levels with the SGN curve, as can be seen in Figure 64. This effect emerges at high backhaul link load. In Figure 64 the background traffic on the backhaul link takes 94% of total link capacity. Additional increase of background traffic results in further deterioration of the SHAP performance. In Figure 65, a 2% increase of background load is applied.

![Figure 64: TCP performance (CN in global network, background traffic at 94%).](image1)

![Figure 65: TCP performance (CN in global network, background traffic at 96%).](image2)

From the user's point of view the SHAP scenario performs well as long as the backhaul link load remains low. The link delay is low and the throughput is adequately high. However, if backhaul link traffic increases over some critical point, the SGS scenario should be used. We studied a threshold level at which HAP based HA performs better than SGN as a function of link load and LOS/NLOS ratio. In Figure 66 the area above the curve indicates SHAP as better choice as opposed to SGN,
which performs better in the area below the curve. Nevertheless, the SGS performs best regardless of backhaul link load and LOS/NLOS ratio.

![Figure 66: LOS percentage boundary.](image)

In the analysis above, the CN was located in the global network.

![Figure 67: Simulation network topology with CN in HAP network.](image)

The results are different if the CN is located in the HAP network (Figure 67). The SHAP scenario performs best in both setups, with or without backhaul link load, as can be seen in Figure 68 and Figure 69.
As expected, the SGN scenario still performs worst, while the SGS performance highly depends on the backhaul link load. Note that in the SGN scenario and in the SGS scenario all packets traverse the backhaul link in both directions. In case of high backhaul link load, the transfer rate in the SGS scenario approaches that in the SGN scenario.

In conclusion, the decision on the MR’s HA placement in HAP network is not straightforward. It depends on many factors. The first factor is backhaul link availability. If its capacity is high, it would not get congested easily. Therefore, the SHAP solution is preferred. On the other hand, if capacity is low, the choice of solution with the lowest backhaul link load is essential. Otherwise, the delays would increase. The location of CNs has to be taken into account. In order to make proper decision an analysis should be done on expected communication patterns.
The findings of our simulations are summarized in Table 11. For every combination of scenario and criteria, HA locations are numerated in order of preference.

**Table 11: Optimal HA placement in terms of throughput and backhaul link loads.**

<table>
<thead>
<tr>
<th></th>
<th>CN IN GLOBAL NETWORK</th>
<th>CN IN HAP NETWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput</td>
<td>1. HA in the ground station</td>
<td>1. HA on HAP</td>
</tr>
<tr>
<td></td>
<td>2. HA on HAP</td>
<td>2. HA in the ground station</td>
</tr>
<tr>
<td></td>
<td>(if backhaul link load is low)</td>
<td>3. HA in the global network</td>
</tr>
<tr>
<td></td>
<td>3. HA in the global network (if backhaul link load is low)</td>
<td></td>
</tr>
<tr>
<td>Backhaul link load</td>
<td>1. HA either in the ground station or in the global network</td>
<td>1. HA on HAP</td>
</tr>
<tr>
<td></td>
<td>2. HA on HAP</td>
<td>2. HA either in the ground station or in the global network</td>
</tr>
</tbody>
</table>

### 5.7 Multihoming Support

If only one HA is supported per MR, choosing its optimal location depends on many factors, as seen in previous section. However, there is a possibility to have more than one HA per MR. That can be achieved by having multihomed mobile network. It is expected that providing a permanent access to mobile networks, such as those on trains, would require the use of several interfaces and technologies, which supports the idea of multihomed mobile networks.

NEMO basic support does not prevent mobile routers to be multihomed. There are many definitions of multihoming. A multihomed router is a router with multiple HAs, generally one per egress interface. According to [74], the MR is multihomed if either multiple prefixes are advertised on visited link or the MR is equipped with multiple interfaces, while by [75] a host is said to be multihomed if it has several IP addresses to choose between. In general, a multihomed router may have many HAs, more than one home address as well as many care-of-addresses. It can have one or more interfaces. Mobile network is multihomed in case of hosting a multihomed MR or multiple classical MRs.

The consequence of having multiple home agents is the existence of multiple bi-directional tunnels between the mobile network and its HAs. This may eventually result into multiple prefixes being advertised to the mobile nodes. Currently, there are neither requirements nor a standardized protocol defining how to use several tunnels inside a MR.

Main advantages of having multihomed routers in HAP networks are the following:

1. Providing connection redundancy and fault-recovery. This can be used as a way to deal with NLOS intervals, which would result in permanent and ubiquitous access.
2. Smoother handoff between HAP and terrestrial wireless systems.
3. Gains in terms of optimal routes.
4. Load sharing and load balancing between multiple HAPs or between HAP and terrestrial access network.

In the following we identify multihoming configuration that best suits to HAP network, and point out some related issues critical to deployment of multihoming in HAP networks.
5.7.1 Configuration Taxonomy

Taxonomy (iface, HoA, CoA) is suggested in [76] to identify different possible multihoming configurations for end-nodes, where iface stands for the number of interfaces, HoA represents the number of home addresses and CoA the number of care-of-addresses. In case of mobile networks the use of taxonomy (MR, HA, MNP) is suggested in [74], where MR indicates the number of MRs, HA indicates the number of HAs associated with the entire mobile network and MNP the number of prefixes advertised in the mobile network. Here we suggest the use of (MR, HA, MNP, iface, CoA) taxonomy to fully describe a certain NEMO configuration among all possibilities. The HAP important 5-tuples are:

(1,1,N,N,N): This is a classical setup with a single MR and one HA, advertising a single prefix to the end-nodes. Multiple (N) interfaces are available, but only one CoA may be active at any given moment. In the HAP network, this configuration can be used as a baseline solution to the NLOS problem. The configuration does not solve excessive use of backhaul link due to inefficient routing through MR’s HA, and the dilemma, where to put the HA still remains. Some kind of priority scheme should be followed by the MR in tunnel selection for the outbound traffic, based on triggers from the link layer. Inbound traffic is less protected from loss due to HA’s inability to establish the current state of wireless segment in each tunnel. Having at least one bi-directional tunnel available at any point in time between the mobile network and the fixed network is required but not sufficient condition for transparent communication. Fast acquisition of tunnel state information is equally important to prevent loss of data. Both the inbound and outbound traffic must be diverted over another bi-directional tunnel once NLOS conditions occur.

(1,1,N,N,N): Multiple advertised prefixes allow end-nodes being multihomed; however, that does not mitigate problems due to HAP unavailability. Connections must be torn down and established from a scratch because the transport layer in the end-nodes does not allow dynamic address change. Stream Control Transmission Protocol (SCTP) is an exception. Due to multihoming capabilities at transport layer SCTP may be able to continue without disruption. Overall, advertising multiple prefixes in mobile network, e.g. one per MR’s egress interface, brings no particular advantage to the train-to-HAP scenario.

(1,N,1,N,N): In this configuration multiple HAs exist to support a single MR. Nodes served by the MR are not aware of multihoming as they see only one prefix. The HAs may be located in different parts of the network; however, they should advertise a route to the same prefix. Due to lack of route aggregation in neighbouring routers this may lead to routing table growth in part of global routing infrastructure. The configuration is advantageous in the HAP network because it solves backhaul link issue. If we put one HA on the platform and the other on the ground, inter-HAP traffic is automatically routed through the platform-based HA, while the ground-based HA intercepts global traffic. As a consequence, near optimal routes are used while the MR roams close to one of the HAs. In order to support smooth handover between the agents due to NLOS periods, the coordination between the two HAs is required. There are a few inter home agent protocols proposed, the HAHA protocol is one of them [77].

(N,1,1,N,N): A train is composed of multiple cars, which are dynamically added or removed according to the needs. Therefore, it is possible that multiple MRs will be attached together in a single mobile network. Configuration (N,1,1,N,N) assumes multiple routers that serve a single prefix. Common HA is provided for all MRs. Each MR may be itself multihomed using different egress interfaces. A set-up with some MRs connected to an HAP and some to a terrestrial wireless system is less likely because it would be difficult to guarantee train modularity unless each train car would contain both type of routers.

(N,1,N,N,N): This configuration has advantage over (N,1,1,N,N) due to multiple prefixes being advertised within the mobile network. Multiple prefixes may be advertised by all MRs or, more likely, different prefixes are advertised by different MRs, in which case train modularity may be easily supported. MRs can still be multihomed, which may provide route optimality.

The remaining more general multihomed configurations do not bring additional benefits to the mobile networks accessing HAPs.
5.7.2 Handling NLOS Conditions

With the increasing demands for wireless resources, the use of frequency spectrum for wireless networks is steadily moving from the congested several GHz bands to higher frequency ranges. Differences in the radio propagation properties in the higher frequency bands reflect in the link layer protocols. Furthermore, an influence on the higher layer protocols, such as Mobile IP, is also expected. Due to the high penetration loss caused by the obstacles, communication during NLOS conditions becomes impossible. HAP network is an example of such communication system because of the allocated frequency bands. 48/47 GHz band has been allocated worldwide. In Asia 31/28 GHz band has been assigned [59]. In these bands a channel is available only if there are LOS conditions. NLOS conditions cause complete loss of connectivity. This could pose serious problems for mobile users blocked by various obstacles, such as buildings, hilly terrain, tunnels, etc.

Basic MIP functionality includes fast movement detection in order to inform home agent and correspondent nodes about the reattachment to a new link as soon as possible. Several actions must be completed by the mobile node in this process. The node must detect the movement, form a new care-of address and inform the home agent by sending a binding update.

Current Mobile IP lacks specific support for sudden loss of connectivity. Loss of connectivity is usually referred to as a link failure. Unless NLOS-LOS transition triggers are provided to the network layer, a link failure followed by the link reestablishment is treated by the network layer as a regular break-before-make type of handover. This would unnecessarily trigger the actions described above instead of just resuming the network traffic.

NLOS-LOS transition should not be treated as a topological movement and, therefore, should not trigger IP layer movement detection. Link layer should differentiate cell handover from the LOS/NLOS conditions and provide specific triggers to the IP layer. However, this is not property of all communications and has not been included in the MIP specifications, which applies to all link layers. Multihoming extensions offer an opportunity to standardize adequate triggers.

5.7.3 Route Optimality

Excessive use of backhaul link is a major drawback in the HAP network if MRs lack route optimization functionality. The problem emerges for the HAP-to-HAP communications, in which data packets unnecessarily traverse backhaul link twice in order to follow the path through MR’s HA. In section 5.6 we showed, that for a specific scenario, in which localized quasi-deterministic movement of the entire network is expected, a careful selection of MR’s HA can improve communication performance to some extent. However if multiple HAs are introduced, the need for route optimization support may be completely eliminated. Route optimization is achieved if both HAs advertise the same prefix, i.e. the mobile network prefix. Note that the route optimization for end-nodes must still be operational.

There is a shortcoming of advertising the same prefix in different parts of the network. Advertising multiple routes to the MR adds a burden to routing tables as multiple routes to the same prefix are managed by the routing nodes. Similar issue arises in some route optimization proposals for mobile routers. In [66] multiple Optimized Route Cache routers (ORC) advertise a proxy route of the mobile prefix. Uncontrolled growth of the routing tables is prevented by not allowing route inter-exchange by any exterior gateway protocol such as BGP. However, in order to provide route optimization feature, the IGP domain must host its own ORC router. Solutions to the routing table growth problem are currently investigated in the research community. For example, the extent of multihoming contribution on routing table size is, among other factors, studied in [78].
5.7.4 Simulation Evaluation

In order to evaluate trade-offs of standard MIP versus multihomed MIP, simulations were performed. To simulate the variable channel conditions, we used the channel model, described in section 5.6. When no direct visibility from platform to train exists (NLOS), an alternative terrestrial network provider is used to maintain connectivity.

Figure 70 depicts the network topology used in simulations. In order to achieve optimal routes for all CN’s locations, two HA locations are sufficient, i.e. on the HAP and in the ground station (GS), which is topologically close to the GN. The MN is located within the mobile network. The backhaul link between the HAP and the GS is expected to be a bottleneck link. Therefore, the utilization of the backhaul link was observed in particular.

5.7.4.1 Methodology

In the following, two mobility relevant performance criteria are considered, i.e. route path optimality and handoff efficiency. Route optimality can be measured by end-to-end delay and by network resource utilization. Note that shorter paths result in lower end-to-end delays and reduced resource consumption. A consequence of lower delays is higher throughput for TCP-based applications, whereas keeping burden low is especially profitable for scarce wireless resources. Therefore, in order to assess route path optimality we established a persistent FTP file transfer from a CN to the MN within the mobile network and measured throughput and backhaul link utilization.

Handoff efficiency can be estimated in terms of packet loss. TCP-based flows are less sensitive to variations in handoff latency due to built-in back-off mechanism. Small variations in link unavailability time usually do not result in significant variations of lost TCP segments. That is why we observed UDP-based flows. We established a voice conversation with constant packet rate between the CN and the MN. The number of lost packets during the train movement was observed.

Figure 70: Simulation network topology
5.7.4.2 Configurations

Three NEMO configurations were compared. The standard MIP configuration, described by (1,1,1,2,1) 5-tuple, is not multihomed despite two physical interfaces. It is used as a reference configuration in our simulations. Break-before-make type of handoffs is assumed due to sudden loss of connectivity. Inability to handle more than one CoA at the time requires address configuration on every handoff and, consequently, the exchange of Router Solicitation and Router Advertisement messages. The standard MIP configuration assumes only one HA per MR.

The multihomed MIP configuration can be described by (1,2,1,2,2) 5-tuple. The MR is able to form two CoAs in parallel. In addition, two HAs are employed in order to provide route optimality. The synchronization of the HAs is achieved by the HAHA protocol.

The third simulated configuration is enhanced version of the second one. LOS-NLOS transitions are considered to be non-topological movements. Besides, there is a modification of the HAHA protocol, which allows non-primary HA to receive the outbound traffic. The configuration is referred to as modified multihomed MIP configuration.

5.7.4.3 Results

First we discuss throughput and backhaul link utilization as indicators of route path optimality. Throughput for the standard MIP configuration depends on the visibility vector, CN location and on the HA location. When CN is located in the global network, the simulated throughputs differ for the NLOS conditions (Figure 71). During the LOS conditions both HA locations perform equally well because all the traffic has to traverse the GS and the HAP. The simulation run with HAP located HA (HA_{HAP}) performs worse during the NLOS intervals due to the backhaul link traversal in both uplink and downlink direction. Besides the lower throughput this also causes unnecessary burden on backhaul link as can be seen in Figure 72. The results imply that the optimal location for the HA is in the GS, at least for the CNs in the global network (HA_{GS}). On the other hand if CNs are located in the HAP network, the results are exactly opposite. Throughput is higher for the HAP located HA (Figure 73) and there is no unnecessary burden on the backhaul link (Figure 74). Hence, if CN is located in the HAP network, it is optimal to put the HA on the HAP. Unfortunately, LOS conditions and CN locations are unknown in advance.

One way to achieve route optimality is by having two HAs in parallel. This is accomplished in the multihomed MIP configuration. By the requirements of the HAHA protocol, all the packets sent from CNs are intercepted by topologically nearest HA and forwarded towards the MN. In the opposite direction, the MN chooses the nearest HA and sets it as primary. When the protocol is applied to mobile networks, MR takes this responsibility. All the packets from the MN are intercepted by the primary HA and forwarded to CNs. Optimal communication paths are achieved after the handoff procedure as inbound packets are intercepted by the closest HA.
Figure 71: Throughput (CN in global network).

Figure 72: Backhaul link utilization (CN in global network).
For the purpose of handoff efficiency evaluation, a constant packet rate of 100 packets/s and 57 bytes/packet was set up in both uplink and downlink directions. The CN was located in the GN. Packet loss on the MR’s HAP interface (Figure 75) as well as on the terrestrial network interface (Figure 76) is higher in the standard MIP scenario compared to the multihomed MIP scenario.
The loss of signal on the HAP interface due to NLOS conditions occurs unexpectedly. Packets are being lost at least for the time that is needed by the link layer to recognize the signal outage. Further packet losses are due to the network layer signaling messages. The difference between the standard MIP and the multihomed MIP configuration is that in the latter case it is not required to recommence network layer communication establishment, i.e. the exchange of Router Solicitation and Router Advertisement messages, as the connection has never been broken. This shortens the time required to redirect the HA-MR tunnel and results in fewer packet losses.

There is also a difference between the two configurations during NLOS to LOS transition. Even though this type of transition can be treated as make-before-break handoff, the standard MIP configuration must reestablish network connectivity on the inactive HAP interface. In the process the MR
deactivates the terrestrial interface and acquires a new CoA on the HAP interface. Doing so, there is a short period of broken connectivity, which results in packet loss (Figure 76). Note that the amount of loss is significantly lower compared to Figure 75 because the reestablishment of the link layer connectivity does not add to the loss period.

The multihomed MIP configuration switches seamlessly to the HAP interface without any packet being lost. The modified multihomed MIP configuration, which includes extensions to support non-topological movements and allows sending outbound data to non-primary HA, was also evaluated. The introduction of non-topological type of handoff does not result in significant improvements, at least not in our simulation scenario. The avoidance of network layer connection reestablishment accelerates route convergence to its optimal topology. However, no extra packets are being saved from loss.

The modification of the HAHA protocol results in improved handoff efficiency. The requirement for primary HA switching in connection with the restriction that only primary agent may forward outbound data, results in packets being discarded by the non-primary home agent. Note that MR must wait for the acknowledgement from the new primary agent, while data continue to be forwarded to the old primary HA. In Figure 77 the number of discarded packets by the non-primary HA is shown in the multihomed MIP scenario. Allowing non-primary HA to forward outbound data eliminates the problem.

![Figure 77: Discarded packets on non-primary HA.](image)

### 5.7.5 Open Issues

One of the open issues in routing protocol implementation supporting high speed moving vehicles is a path selection algorithm in case of multiple bi-directional tunnels. The mode of operation may be primary-secondary or peer-to-peer. In the first case one tunnel has precedence over the other at all times, except when it is unavailable, e.g. NLOS conditions. The other mode can be beneficial in case of comparable costs of using a particular access technology. Efficient fault detection mechanisms are necessary to recover at timely fashion. While link level trigger may be used in a MR, the way MR's HA is informed remains an open issue. Lack of standardized tunnel liveness protocol requires further research. Continuous transmission of heartbeat messages, explicit notifications, frequent binding updates and other mechanisms need to be reconsidered.

Multi-router site, e.g. a train with one MR per car, needs some form of routers’ coordination. The coordination should cover advertising of the same prefix and relaying between MRs everything that
needs to be relayed in case of a router failure. Basically, there are two kinds of problems associated with the prefix delegation in case of multiple HAs or MRs. First, there is a question how multiple HAs would delegate the same prefix to the mobile network. Multiple routers case poses a second question regarding the mechanism for MRs synchronization in order to advertise the same prefix. Prefix delegation is currently under investigation by the NEMO working group.

As a consequence of multiple interfaces, multiple care-of-addresses are assigned for the same prefix. This opens a multiple binding problem.

Due to train modularity, a splitting scenario must be supported. If a mobile network splits because two MRs go apart, the only available prefix will then be registered by two different MRs on different links. The problem emerges for the HA, which has no way to establish which node with an address configured from the prefix is attached to which MR. Forcible removal of the prefix from one or all MRs is possible solution to the problem. Other solutions should be investigated in the future.

5.8 Summary

This chapter analyzed network layer mobility support in specific environment involving communications between high speed vehicles and HAP network. Some original contributions were proposed. The problem of routing to a mobile node was split into micro and macro-mobility parts. Apart from that division, access mobility was considered as the lowest level of mobility. Mobility within a single HAP was proposed to be implemented on link layer, i.e. as access mobility, because loose coupling with network layer mobility enables exploitation of specific HAP access technology. IP-based micro-mobility protocols were proposed for the inter-platform movements. The main concepts involved into mobility support, such as MIP, HMIP and mobile routers were analyzed in the HAP-to-train scenario. The protocols were mapped onto HAP network architecture. Support for efficient path optimization and network layer handoff procedures were identified as the major factors that affect utilization of wireless network resources. They are particularly important in the HAP network architecture, in which the access network is separated from the global network by bottleneck links and where the majority of mobile users access the network through mobile routers.

Proxy MAP functionality in HMIP domain nodes was proposed in order to tackle intra-domain path optimization. This HMIP capability is lost if multi-level MIP is required and NEMO technology is used. PMAP extension of HMIP is transparent to home agents, correspondent nodes, mobile routers, and to mobile nodes. Basically, PMAP node intercepts all packets destined to MAP address and behaves as a regular MAP node. The inter-domain traffic takes the optimal path because tunnels are terminated at the very border of the network. Numerical evaluation of mean route length in an HMIP domain with multiple layers demonstrated the effectiveness of the proposed solution. Intra-domain optimization improves TCP flow performance because data usually experience less delay on optimized routes. TCP performance was evaluated by simulations using the ns-2 simulator.

We showed that careful selection of home agent location may significantly reduce network burden due to HAP wide coverage area and expected localized mobility. Placement optimization of MIP home agent entity in this particular environment was proposed and evaluated. Discontinuous LOS conditions were simulated. The optimization is most rewarding for communications that cannot bypass mobile router's home agent.

Multihoming support can provide route efficiency, fast handover between HAP and terrestrial links, as well as alleviate connectivity problem during NLOS conditions if quasi-deterministic route patterns are in place. Analysis of multihoming configurations in the context of HAP networks and mobile routers was provided. We showed that multiple HAs increase throughput and reduce load on scarce wireless links. Simultaneous usage of multiple access interfaces is beneficial in terms of handoff efficiency.

Main issues that need to be addressed in the future were identified. Among them, efficient failure detection, HA and MR synchronization, prefix delegation, management of multiple bindings and handling of split mobile networks were particularly exposed.
6 All-Optical Backhaul HAP Network

6.1 Introduction

Due to relatively small coverage area in comparison to satellites, and due to the nature of data traffic, the traffic generated in a HAP network will be predominantly long distance, i.e. connections will mostly extend beyond the single HAP footprint, requiring a terrestrial or airborne transport network and in most cases a transition to other networks via appropriate gateways. This puts particularly demanding requirements to backhaul uplink and downlink between HAP and the fixed ground station hosting a gateway, which will have to carry the aggregate traffic load from/to several tens or hundreds of cells. Thus, at least one ground station is expected to be positioned in each HAP coverage area, but their number will actually have to be based on link budget calculation taking into account also the expected traffic load.

During the second year trials the CAPANINA project confirmed the possibility to use free-space optics for the uplink/downlink (UL/DL) between HAP and a fixed ground station in cloud-free conditions, achieving a remarkable 1.25 GBit/s downlink transmission from the stratosphere to an optical receiver on the ground over a maximum link distance of 64 km [82][15][16]. Such backhaul throughputs are now moving the pressure to provide sufficient throughput to transport networks, making stratospheric optical transport networks (OTN) based on optical interplatform links (IPLs) the enabling technology to manage high traffic volumes in a meshed HAP system and satisfy the increasing traffic demand. The use of free-space optics both for UL/DL and IPL makes possible the establishment of all-optical backhaul network based on HAPs. A general network architecture depicting the concept of all-optical backhaul network is shown in Figure 78, with free-space optics used on backhaul uplink/downlink as well as on inter-platform links, while user uplink/downlink is still based on mm-wave radio frequency links and are not considered any further in this chapter.

![Figure 78: General all-optical transport network architecture.](image)

In the following we consider a platform independent system, assuming that suitable station keeping mechanisms are implemented which allow establishment and maintenance of free-space optical links between platforms and backhaul free-space optical links between platform and ground station. These
free-space optical links can be used to establish a communication system using HAPs with various network topologies.

The rest of this chapter first briefly discusses physical constraints for the implementation of optical IPLs. Next, the concept and implementation of the optical transport network on top of physical IPL and UL/DL topology is addressed. After describing the concept of WDM links, the wavelength routing and OTN dimensioning are conceptually assessed for two reference network topologies with special attention given to the number of required different wavelengths. In particular, a wavelength routed network is based on assigning a separate wavelength channels to dedicated pairs of nodes, and the number of required wavelengths in the network depends on the physical topology, which eventually dictates the potential need for implementation of technologies supporting double/multiple hop routing. This is followed by a brief introduction of routing and wavelength assignment (RWA) algorithms, to support their implementation in the simulation model. Namely, while the number of required wavelengths can be determined analytically for some regular topologies with pre-defined routing, general topologies potentially using adaptive routing require the number of needed wavelengths to be determined by simulations. As an example we provide some representative simulation results investigating the impact of physical network topologies, the effect of link failure and the performance of different RWA schemes.

### 6.2 IPL Physical Constraints

For two HAPs to establish a direct functional IPL between each other, the first condition is to have line-of-sight (LoS). In terms of maximum distance between two HAPs several important restrictions should be considered. It is important to guarantee that the IPLs stay above the altitude of the clouds, in order to avoid signal propagation through clouds for a given height of the platforms. This implies that for a particular HAP altitude there is a related maximum possible interplatform distance $D$ between two interconnected stations. It is defined by the minimum altitude of the direct path between two HAPs, called graze height [81], depending on the platform’s and cloud ceiling’s altitudes. On the other hand, given the HAP altitude and the minimum antenna elevation angle of the ground receivers, the radius $r$ of the HAP coverage area is determined. In order to achieve contiguous coverage, the distance between two neighbouring HAPs must be smaller than twice this radius distance ($2r$). For typical HAP altitude and elevation angle values, $2r$ is smaller than $D$ [81]. Scenarios with contiguous coverage with typical minimum elevation angles between 20 and 30 degrees, resulting in $r$ in the range between 35 and 55 km, do not need to cope with propagation through clouds. However for interconnection of isolated HAPs this limitation (i.e. the altitude of the clouds with respect to the minimum altitude of the IPL) needs to be considered. Therefore, to interconnect very remote coverage islands platform to satellite links (PSL) may be required.

Furthermore, it should be taken into account that also the operational altitudes of HAPs are limited (typically between 17 km and 22 km) by given natural conditions such as wind strength and air density, thus preventing establishment of extremely long interplatform links between platforms at extreme heights.

Table 12 presents the dependence between a HAPs’ altitude, optical IPL’s distance and the graze height. It can be noticed that if HAPs would be floating at 22 km altitude and the graze height would be 13 km, the IPL maximum distance is 985 km.
Table 12: HAP system scenarios (HAP altitude – IPL length) [81].

<table>
<thead>
<tr>
<th>Scenario (HAP altitude – IPL length)</th>
<th>HAP altitude (km)</th>
<th>Optical IPL distance (km)</th>
<th>Graze height (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-Long</td>
<td>30</td>
<td>932</td>
<td>13</td>
</tr>
<tr>
<td>High-Short</td>
<td>30</td>
<td>461</td>
<td>25.7</td>
</tr>
<tr>
<td>Medium-Short</td>
<td>24</td>
<td>375</td>
<td>21.25</td>
</tr>
<tr>
<td>Low-Long</td>
<td>18</td>
<td>506</td>
<td>13</td>
</tr>
<tr>
<td>Low-Short</td>
<td>18</td>
<td>253</td>
<td>16.74</td>
</tr>
</tbody>
</table>

Besides the geometric restrictions on IPL distance, there are several other restrictions for optical IPLs [81]:

- All the HAPs have to be at the same altitude from Earth’s surface to avoid higher background interference for the HAP with higher altitude.
- Attenuation in the stratosphere is caused by mainly three effects: molecular absorption, scattering by droplets or ice crystals and in clouds.
- Air turbulence affects long lightpaths and the receiver sees a random distribution of photons. In addition to atmosphere, the motion of the platform also impacts upon the temporal spectrum of power fluctuations.
- Due to propagation conditions, only few laser wavelengths are suitable for IPLs, the most highly credited is the one at 1550 nm.

Furthermore, IPLs must be permanent, they are established after the HAP reaches its targeted position until it is disconnected from the network for replacement, repositioning, maintenance, etc. Since HAP does not keep always the same position (slightly moves around the nominal position) and is subject to space vibrations, highly directional steerable transmitter/receiver antennas are required. To solve permanent IPL establishment, pointing, acquisition and tracking (PAT) technologies will be implemented [89].

### 6.3 Optical Transport Network

The concept of OTN is based on assigning separate channels (separate wavelengths, time slots on separate wavelengths) to dedicated pairs of nodes (HAPs and ground stations). These channels can be established (semi-)permanently or on demand, depending on the optical routing/switching technology used, such as WDM routing or optical burst switching. In the following we focus on the mature OTN concept using WDM routing, discussed more in detail in this section along with limitations in terms of number of different wavelengths required by different payload configurations and network topologies.

#### 6.3.1 WDM Routing

We assume the OTN based on assigning separate wavelength channels to dedicated pairs of nodes (HAPs, GSs) and one (or more) continuous path(s) between them, so-called lightpaths. This requires employing wavelength-division multiplex (WDM) links and on-board wavelength routing. Different lightpaths sharing the same physical optical link must be assigned different wavelengths, which requires wavelength reuse optimization. In reality, the number of different wavelengths per optical link is limited by the available bandwidth and required channel separation. Current technology allows the usage of 64 different wavelengths [14]. In order to achieve efficient WDM routing it is possible to use any number of these available wavelengths without any further restrictions. Namely, the multiplexed signal will face the same wavefront distortion and fading effects, regardless of the number of wavelengths used. Moreover, since the power consumed by currently available wavelength transmission technologies (in particular by Erbium Doped Fiber Amplifiers (EDFAs)) only depends on
the number of bits/s (the energy per bit is constant), it is not expected that power consumption or any other network resource usage will rise only as a consequence of higher number of wavelengths employment.

The limitation of different wavelengths per optical link makes single-hop optical connectivity – where each origin-destination (OD) pair of nodes is served by a dedicated lightpath – possible only for networks with low to moderate number of nodes. A single hop optical transmission is delivering data between the source and destination nodes without Optic-Electronic-Optic (OEO) conversion in any of the intermediate nodes. The number of required bi-directional lightpaths within the network of \( N \) nodes equals \( L = N \times (N - 1)/2 \), with the number of wavelengths in the network and per IPL depending on the physical topology of the optical transport network.

A dual-(multi)hop solution, requiring one (or more) OEO conversion(s) in intermediate nodes, can already be used for wavelength routing in larger networks with several tens of nodes, connecting an arbitrary OD pair by a unique sequence of two lightpaths. Further generalization leads to multi-hop solutions with more than two different lightpaths used between the origin and destination node. In the extreme case of maximum-hop solution the optical connectivity is actually the same as the physical connectivity, so we can no longer speak about wavelength routing.

The use of a dedicated wavelength to route data from a source to a destination is referred to as wavelength routing and a network that employs this technique is known as a wavelength routed network. Such a network consists of wavelength routing switches (or routing nodes) which are interconnected by fibre optics or free space optics. Some routing nodes, referred to as cross-connects, are attached to access stations where data from several end users can be multiplexed into a single WDM channel. An access station also provides optical to electronic (OE) conversion and vice versa, to interface the optical network with electronic equipment. A wavelength routed network that carries data from one access station to another without intermediate Optic-Electronic-Optic (OEO) conversion is referred to as an all-optical wavelength routed network [88].

When data arrive at a node in a WDM network, the optical wave can be converted to electric wave and processed by electronic circuits. Before the data is sent on an optical network, the inverse, electrical to optical transformation has to be done. In an optically linked network nodes perform OEO conversion in order to route traffic as they are not enabled with optical routing equipment.

A network with wavelength conversion capabilities allows a route to be formed by more sections, each potentially employing a different wavelength. Nodes that separate sections with different wavelengths convert the wavelength on incoming link to the one of the outgoing link and vice versa.

OEO conversion involves complex and power consuming equipment and introduces delays due to complicated processing. This is not feasible for real time traffic and it should only be used as a last alternative if the other techniques are not available or feasible. Wavelength conversion, on the other hand, is much faster than OEO as it does not assume transmission media conversion but involves both power and economically costly equipment. In terrestrial fibre-optic based WDM networks this solution is used with various improvements, using different variants of sparse conversions, however in a HAP-based network this implies using different payload on each platform, thus reducing the network flexibility.

In terms of hardware, the single-hop approach would be based on an on-board optical cross connect (OCX), cf. Figure 79, whereas in the dual-hop/multi-hop solution an on-board add-drop multiplexer (ADM), cf. Figure 80, has to be used requiring at maximum one conversion to the electric domain and back to optical domain [14].
Figure 79: Block diagram of a HAP node with an optical cross-connect (single-hop approach).

Figure 80: Block diagram of a HAP node in a multi-hop OTN employing WDM; (a) electronic TDM, (b) statistical multiplexing used with the add/drop multiplexer.

Note that in Figure 79 and Figure 80 the UL/DL is for clarity only shown for the end users, since they are certainly operated in the RF domain, and thus the important optoelectric conversion section can be visualized. Whereas any RF UL/DL to the fixed ground station would need the same functional assembly, an optical UL/DL would simply show direct ‘up’ and ‘down’ wavelengths, or ‘add’ and ‘drop’ ones, respectively. Thus, the on-board processor that controls the state of the optical WDM router and bypasses the local up- to downlink traffic is not visualised for clarity.
6.3.2 Physical Topologies

As mentioned above, an optical transport network based on HAPs using WDM routing requires a wise network dimensioning and resource allocation due to the limited number of wavelengths available per link between two platforms. While deployed HAP based networks keep more or less the same position (i.e. platforms fly/float around the nominal position) and the network can be built gradually according to the increasing needs. The network’s physical topology will thus be irregular and HAPs may eventually have different number of IPL transceivers on board (the maximum number will be most likely restricted by a payload mass/consumption/volume constraint). If the network is too large to establish a WDM routed lightpath between each pair of HAPs, a dual/multi-hop solution will have to be considered.

The assignment of single-hop/multi-hop connections between nodes has to take into account some general characteristics of all-optical HAP networks as well as the particular network topology under consideration. In particular, optical backhaul UL/DL is extremely dependent on the weather, requiring clear sky propagation conditions. In case of non-LOS, traffic will have to be rerouted to another HAP with better conditions on the UL/DL. This makes the choice for single-hop and double-hop lightpaths quite straightforward. The potential need to re-route the whole traffic to an arbitrary HAP with good UL/DL propagation conditions, to make use of platform diversity, favours single-hop lightpaths between all (most) HAPs and to remote ground stations in the coverage area of HAPs having no or very low statistical correlation in link outages due to bad propagation conditions, thus providing a two hop path restoration from one end-HAP with bad to another with clear sky propagation conditions [14].

The dimensioning of OTN directly affects the wavelength routing and has a significant influence on the overall network performance. Once the physical topology of the network is defined the major design criteria for the overlay OTN are the number of required wavelengths per optical link, link utilization, link capacity and the average link outage time [14].

In addition to irregular physical topologies of HAP based networks some HAPs might also have no GS connectivity while others might connect to more than one GS, making the task of network dimensioning even more complex. In the following we analytically analyse two physical topologies, full mesh topology and bus topology, considering bidirectional communication on a single wavelength. These topologies are representing the lower and the upper boundary in terms of wavelength requirements for the worst case link in homogeneous all-optical network (i.e. homogeneous number of GSs per HAP). However, to analyse a large and general network topology, possibly requiring double/multiple hops, it is necessary to develop a network dimensioning tool, since the analytical derivation of required wavelengths will not be a trivial task, if possible at all [14].

6.3.2.1 Full Mesh Topology

An example of full mesh topology consisting of five HAPs and a single GS per HAP is depicted in Figure 81. Each HAP has physical optical connection to all other HAPs and to the ground station within its coverage area.

![Figure 81: Full mesh physical topology.](image)

In the analysis we first assume \( N \) HAPs in full mesh topology with one ground station per HAP (i.e. \( N \) HAPs in the network). For each HAP to communicate to all the other HAPs, there is no need for WDM as the platforms are physically interconnected. So a single wavelength per physical link suffices to
allow communication between each pair of HAPs in a fully meshed topology, no matter how big the
network is:

\[ \lambda_{\text{IPL}} = 1. \]  \hspace{1cm} (6.1)

On the UL/DL, \( N \) wavelengths are needed for a ground station to establish a connection over WDM to
each HAP and \( (N - 1) \) wavelengths to establish a connection to each of the ground stations belonging
to other HAPs. Thus, the number of wavelengths required on each backhaul UL/DL, \( \lambda_{\text{UL/DL}} \), is given as:

\[ \lambda_{\text{UL/DL}} = N + (N - 1). \]  \hspace{1cm} (6.2)

For a fully interconnected network with a single GS per HAP (HAP-HAP, HAP-GS and GS-GS), four
wavelengths per IPL are needed independent of the size of the network:

\[ \lambda_{\text{IPL}} = 4. \]  \hspace{1cm} (6.3)

Finally, for a homogeneous allocation of resources (the same number of wavelengths on all optical
links) on both IPLs and ULs/DLs, the minimum number of wavelengths in the system required to
achieve full interconnectivity for a full mesh topology can be expressed as:

\[ \lambda = \max\{4, N + (N - 1)\}; \quad N > 1. \]  \hspace{1cm} (6.4)

The above analysis is now generalised for a full mesh topology with multiple ground stations per HAP,
i.e. considering a network with \( N \) HAPs and \( k \) GSs connected to each HAP. With these assumptions
Equation (6.1) remains the same, i.e. in order to establish optical links between all HAPs there is no
need for WDM links as all platforms are physically interconnected.

The total number of wavelengths required on a UL/DL is the sum of the wavelengths connecting the
ground station to all the \( N \) HAPs, the wavelengths connecting the GSs to all the other HAPs’ GSs
\((N - 1)k\), and the wavelengths connecting the GS to the other \( k - 1 \) GSs in the same HAP coverage
area. Thus, Equation (6.2) can be generalised as follows:

\[ \lambda_{\text{UL/DL}} = N(k + 1) - 1. \]  \hspace{1cm} (6.5)

The total number of wavelengths required on an IPL is the sum of the wavelength required to connect
the two extreme nodes of the IPL, the \( 2k \) wavelengths required to connect the HAP on one extreme
to the other HAPs ground stations, and the \( k^2 \) wavelengths required to connect each HAP’s ground
station to each other HAP’s ground station, generalising Equation (6.3) in:

\[ \lambda_{\text{IPL}} = (k + 1)^2. \]  \hspace{1cm} (6.6)

The maximum of Equations (6.5) and (6.6) gives the minimum number of required wavelengths in a
full mesh topology, generalising Equation (6.4):

\[ \lambda = \max\{\lambda_{\text{IPL}}, \lambda_{\text{UL/DL}}\}; \quad N > 1. \]  \hspace{1cm} (6.7)

Example values for wavelength requirements in the full mesh topology consisting of 2 to 10 HAPs with
1 to 3 GSs per HAP (i.e. \( N = [2, 10] \) and \( k = [1, 3] \)), calculated with the above equations, are given in
Table 13.
Table 13: Wavelength requirements in the full mesh topology; \( N = [2,10] \) and \( k = [1,3] \).

<table>
<thead>
<tr>
<th>Number of HAPs - ( N )</th>
<th>Number of GSs per HAP - ( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
</tr>
</tbody>
</table>

If we want to have an optical transport network with a uniform allocation of resources, i.e. the same optical equipment on all links even if the number of GSs is not the same in all coverage areas, the dimensioning is dictated by the HAP with the highest number of GSs.

It is clear that for the special case of \( k = 1 \) the multiple GS per HAP scenario reduces to a single GS per HAP scenario.

6.3.2.2 Bus Topology

Figure 82 depicts an example of bus topology consisting of five HAPs and five GSs. Each HAP has a physical optical connection to one or two neighbouring HAPs and to the ground station within its coverage area.

![Figure 82: Bus physical topology.](image)

In the first step, we interconnect all HAPs in the figure to each other via WDM over IPLs, ignoring the ground stations. To do so, the interplatform links in the center of the HAP network have to support higher number of different wavelengths than links at the edge, however assuming homogeneous network all links have to support the same number of wavelengths as the one(s) in the centre with the highest requirements. The system consisting of \( N \) nodes in bus topology thus requires \( \lambda_{IPL} \) different wavelengths to interconnect each two HAPs via IPLs [14]:

\[
\lambda_{IPL} = \sum_{i=1}^{[N/2]} N - (2i - 1) \quad ; \quad N > 1.
\]

The number of required wavelengths \( \lambda_{UL/DL} \) on optical UL/DL links in a single GS per HAP system is by analogy the same as in the meshed topology scenario given by Equation (6.2). However, a calculation of total minimum required wavelengths on IPL links for the fully interconnected system with HAP-HAP, HAP-GS and GS-GS is different and depends on the total number of HAPs, \( N \), and given by:
For a uniform capacity allocation on both IPLs and UL/DL, the minimum wavelengths needed to achieve full interconnectivity for a bus topology is thus given as a maximum of Equations (6.2) and (6.9) [14]:

\[
\lambda = \max\{4 \left\lfloor \frac{N}{2} \right\rfloor \left\lfloor \frac{N}{2} \right\rfloor, N + (N - I)\} ; \quad N > I.
\]

Note that for the particular case of \( N = 2 \) the system falls also into full mesh physical topologies.

Now we will derive generalised formulas for bus topology with multiple ground stations per HAP, considering a network with \( N \) HAPs and \( k \) ground stations connected to each HAP. By analogy from the full mesh topology these assumptions again do not affect the required number of wavelengths \( \lambda_{IPL} \) to interconnect all HAPs, thus Equation (6.8) remains unchanged [14]. Furthermore, the total number of wavelengths required on a UL/DL is calculated the same way as for the full mesh topology and is given by Equation (6.5). The only difference in a multiple GS per HAP scenario is thus in the total number of wavelengths required on an IPL, given by the sum of wavelengths required on each IPL (as we move from the extremities of the bus towards the centre this number increases) to connect pairs of HAPs. This number is then increased by the number of wavelengths that connect HAPs to GSs and GSs to GSs:

\[
\lambda_{IPL} = \sum_{i=1}^{\left\lfloor \frac{N}{2} \right\rfloor} [N - (2i - 1)] + 2 \left\lfloor \frac{N}{2} \right\rfloor \left\lfloor \frac{N}{2} \right\rfloor k + \left\lfloor \frac{N}{2} \right\rfloor \left\lfloor \frac{N}{2} \right\rfloor k^2.
\]

The total minimum number of required wavelengths in bus network topology of \( N \) HAPs and \( k \) GSs per HAP is thus given as the maximum of \( \lambda_{UL/DL} \) (cf. Equation (6.5)) and \( \lambda_{IPL} \) (cf. Equation (6.11)):

\[
\lambda = \max\{\lambda_{IPL}, \lambda_{UL/DL}\} ; \quad N > 1
\]

Again we can see that by setting \( k \) to 1 the multiple GS per HAP scenario reduces to a single GS per HAP scenario, thus validating the above equations.

Example values for wavelength requirements in the bus topology consisting of 2 to 10 HAPs with 1 to 3 GSs per HAP (i.e. \( N = [2,10] \) and \( k = [1,3] \)), calculated with equations given above, are summarised in Table 14.
## Table 14: Wavelength requirements in the bus topology; \( N = [2,10] \) and \( k = [1,3] \).

<table>
<thead>
<tr>
<th>Number of HAPs - ( N )</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>18</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>36</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>54</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>81</td>
<td>144</td>
</tr>
<tr>
<td>7</td>
<td>48</td>
<td>108</td>
<td>192</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>144</td>
<td>256</td>
</tr>
<tr>
<td>9</td>
<td>80</td>
<td>180</td>
<td>320</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>225</td>
<td>400</td>
</tr>
</tbody>
</table>

### 6.4 Routing and Wavelength Assignment

Given a network, its physical topology and a set of connections, the process of routing and assignment of a wavelength to each connection is called the routing and wavelength assignment problem (RWA), typically triggered by a connection request and thus depending on the traffic load assumptions. Connection requests can be split in three categories [84]:

- **Static.** With static traffic, the entire set of connections is known in advance and the problem reduces to setting up lightpaths for these connections in a global fashion while minimizing network resources.

- **Incremental.** In the incremental traffic case, connection requests arrive sequentially, a lightpath is established for each connection and then it remains in the network indefinitely.

- **Dynamic.** For the case of dynamic traffic, a lightpath is set up for each connection request as it arrives and is released after some finite amount of time.

The lightpath establishment problem for all request types can be formulated as a mixed integer linear problem which is NP-complete. To make the problem more tractable it can be split into partial problems of routing and wavelength assignment, which can be solved separately. Generally there are different heuristic methods used for solving both partial problems [84].

### 6.4.1 Routing

In networking, routing is the act of moving information across the network from the source node to the destination node. Along the path, at least one intermediate node is typically encountered. The paths on which information is sent across the network can be determined taking into account several restrictions such as distance, number of intermediary nodes, congestion, etc. There are several routing algorithms known from the literature, but the discussion on the following is restricted to some of the most important in the context of this study.

#### 6.4.1.1 Fixed Routing

Fixed routing (FR) is the simplest routing algorithm and when a connection request arrives, it always sends it on the same pre-established path. It is usually implemented using a shortest path (least cost) algorithm such as Dijkstra or Bellman-Ford. The cost used in the selection of the most suitable path can be the number of intermediate nodes, the physical distance, or any other parameter best describing the optimisation goal. In this study, the shortest path routing will refer to the shortest path in terms of the number of nodes (i.e. intermediate hops) or links unless mentioned otherwise.
This routing approach is simple but has some disadvantages. If resources on a path run out, it leads to high blocking for dynamic traffic, or results in a large number of resources being used in the static case. It is not a fault tolerant algorithm, so if a link breaks it blocks all the requests that previously used that link on their path [84].

6.4.1.2 Fixed Alternate Routing

Fixed alternate routing (FAR) eliminates some of the disadvantages of FR by remembering multiple routes. Each node in the network stores a table with more possible (link disjoint) routes to each destination. These routes can be the shortest path, the second (and subsequent) shortest path(s). When a connection request arrives, the node tries to establish a route to the destination on the first entry of the table corresponding to that destination node. If the connection cannot be set up it attempts to connect on each of the alternative routes stored in turn until it succeeds or runs out of entries.

FAR provides simplicity of control for setting up and tearing down lightpaths and it may also be used to provide some degree of tolerance upon link failures. Another advantage is that it can significantly reduce the network’s blocking probability compared to FR [84]. If too many alternative routes are remembered in the routing tables, this routing algorithm may have storage problems.

6.4.1.3 Adaptive Routing

Adaptive routing (AR) is “smarter” than the previous two routing types in the way that, when attempting to route a connection, it takes into account the current state of the network. Different factors contribute to the state of the network such as the set of established connections, the faulted links, the congested links, etc. Thus, AR can route a connection according to several criteria and here we describe two representatives.

Adaptive shortest cost path routing is well suited for the use in wavelength converted networks. Under this approach, each link in the network is set a cost. If the cost is suitably chosen, the algorithm chooses a wavelength converted path for a request only if wavelength continuous path for the given source-destination nodes does not exist [84].

Least congested path routing is another form of adaptive routing that works similarly to alternate routing. For each source-destination pair, a sequence of routes is pre-selected. Upon the arrival of a request, the least congested path among the pre-determined routes is chosen. The value of the congestion on a path is given by the link with the least resources of the path [84].

In AR, a connection request is blocked only if there are no resources (wavelength converted path, decongested path, etc.) available in the network. Another advantage of AR is that it results in lower connection blocking than both FR and FAR. Unfortunately AR requires extensive support from the control and management protocols to continuously update the routing tables at the nodes.

6.4.1.4 Fault Tolerant Routing

When setting up connections in a wavelength-routed optical WDM network, it is often desirable to provide some degree of protection against link and node failures in the network by reserving some amount of spare capacity, as already discussed in Section 4.3 for MPLS-based solutions for error detection and recovery. A common approach to protection is to set up two link-disjoint lightpaths for every connection request. One lightpath, called the primary lightpath, is used for transmitting data, while the other lightpath is reserved as a backup in the event that a link in the primary lightpath fails. This approach can be used to protect against any single-link failures in the network. To further protect against node failures, the primary and alternate paths may also be node-disjoint [84].

Fixed-alternate routing provides a straightforward approach to handling protection. By choosing the alternate paths such that their routes are link-disjoint from the primary route, we can protect the connection from any single-link failures by allocating one of the alternate paths as a backup path.

In adaptive routing, a protection scheme may be implemented in which the backup path is set up immediately after the primary path has been established. The same routing protocol may be used to determine the backup path.
6.4.2 Wavelength Assignment

A wavelength routed network is similar to a circuit switched network as for each connection a wavelength is allocated during its lifetime. Given a connection request and a path (or a set of paths) wavelength assignment algorithms search for free wavelengths to establish the connection. Several heuristic approaches have been proposed in the literature to solve this problem, some of the main representatives being [84]:

- Random Wavelength Assignment
- First Fit Wavelength Assignment
- Least Used/SPREAD Wavelength Assignment
- Most Used/PACK Wavelength Assignment
- Min Product Wavelength Assignment
- Least Loaded Wavelength Assignment
- MAX-SUM Wavelength Assignment
- Relative Capacity Loss Wavelength Assignment
- Wavelength Reservation Assignment
- Protecting Threshold Wavelength Assignment

These heuristics can all be implemented as on-line algorithms and can be combined with different routing schemes. The first eight algorithms attempt to reduce the overall blocking probability for new connections, while the last two approaches aim to reduce the blocking probability for connections that traverse more than one link. There is no outstanding difference between their performances; some obtain good results in single-fibre networks, others in multi-fibre, etc. Random and First Fit give good results with low complexity and computational overhead and do not require global knowledge of the network status, which makes them preferred solutions in practice [84].

6.4.2.1 Random Assignment

Random (R) assignment works by checking for a set of idle wavelengths on a given path. A random wavelength is chosen from that set. If there is no wavelength continuity constraint, then a random wavelength is chosen among the idle ones on each link of the path.

6.4.2.2 First Fit Assignment

The First Fit (FF) assignment algorithm numbers all the wavelengths and assigns those with the lower number before those with higher number, requiring no global information. Compared to Random wavelength assignment, the computation cost of this scheme is lower because there is no need to search the entire wavelength space for each route. The idea behind this scheme is to pack all of the wavelengths in use toward the lower end of the wavelength space, thus inherently saving the higher end of the wavelength space for continuous longer paths.
6.5 Performance evaluation of all-optical backhaul HAP network

The performance of an optical network based on HAPs, particularly the interconnection between the nodes of the network, was simulated using HAPSSim, a software simulation tool built to dimension, analyse and evaluate the performance of meshed HAP-based OTNs [79][13][80]. HAPSSim is composed of four functional modules: the I/O module, the traffic generator module, the routing and wavelength assignment module and the statistics module. These modules implement the distributions needed for traffic simulation, the routing algorithms and the wavelength assignment algorithms, they gather relevant network characteristic data and compute network statistics, and they also handle the user interface input and output. Network characteristics are described with typical parameter such as:

- Network diameter, which is defined as the minimum number of hops between the farthest two nodes of the network.
- Average internodal distance, which represents the average length of the network’s shortest paths between each two nodes.
- Average nodal degree, which is given by the average value of the node’s incident edges or by the average value of the node’s first neighbours.
- Number of bidirectional connections, i.e. the number of connections between any pair of nodes in the network. As a general formula, the number of possible connections/links in a network with N nodes is given as \[ L = N \times (N - 1)/2 \].

In this section we report some representative simulation results obtained by the HAPSSim simulator for WDM routed optical networks. We first analysed different physical network topologies, then we investigate the effect of a link failure and we conclude with the performance evaluation of selected routing and wavelength assignment schemes.

6.5.1 The Impact of Physical Network Topologies

In the following we investigate the impact of different network topologies, named after the configuration of HAPs, in particular:

- The full mesh topology,
- The bus topology,
- The ring topology,
- The circumcircled star topology, and
- The star topology.

All these topologies are investigated for two scenarios assuming networks consisting of 7 HAPs with one or two GSs per HAP.

6.5.1.1 7 HAPs / 7 GSs Topologies

In Section 6.3.2 we presented an analytical evaluation of the wavelength requirements of two extreme physical topologies of HAPs based communication networks, the full mesh HAP topology and the bus HAP topology with one (or \( k \)) GS(s) connected to each HAP platform. The analytical evaluation shows that some IPL links in the bus topology require very high number of wavelengths to achieve full wavelength routed interconnection, and the resource requirements were not uniformly distributed in the network (the links on the extremities are less loaded than those in the centre of the bus). The full mesh topology, on the other hand, requires significantly lower number of wavelengths on the most loaded link and the number of wavelengths required per IPL is uniform.

In this section we consider five topologies consisting of 7 HAPs and 7 GSs and investigate the effect of the topology on the wavelength requirements on IPLs and backhaul ULs/DLs. The investigated topologies are depicted in Figure 83.
Figure 83: 7 HAPs / 7 GSs topologies.

We expect that the wavelength requirements on the ring, circumcircled star and star topologies will be somewhere between the wavelength requirements on the full mesh and bus topologies, thus confirming the latter two being the extreme cases. According to Equations (6.7) and (6.12) the minimum number of required wavelengths on a link is 13 for the full mesh topology and 48 for the bus topology.

The five topologies were simulated with the following parameters: simulation time was set to 100 time units, it is considered that, on average, connection requests arrive two in a time unit and last for 4 time units. Simulations were performed for all routing (FR, FAR, AR) and wavelength assignment (R, FF) schemes and the maximum value among the outputs was chosen for the results presented below. We assumed a link supports a high number of different wavelengths (in particular 64 wavelengths, which is larger than the maximum expected 48 in the case of bus topology) so there is no wavelength constraint in the network. With these settings, there is no blocking in the network.

Table 15 presents the simulation results for the five topologies. Experimental results confirm that the largest number of required wavelengths per link will occur for the bus topology. The bus topology needs 48 different wavelengths on the two IPLs in the centre. In the full mesh topology the highest number of wavelengths is required on ULs/DLs, in particular the minimum of 13 different wavelengths are required on each UL/DL to make sure there are no rejected connection requests.
Table 15: Network topology characteristics and wavelength requirements for 7 HAPs / 7 GSs.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Network diameter</th>
<th>Average internodal distance</th>
<th>Average nodal degree</th>
<th>Number of bidirectional connections</th>
<th>Traffic</th>
<th>Min. number of required wavelengths</th>
<th>Critical link(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full mesh</td>
<td>3</td>
<td>1.923</td>
<td>4</td>
<td>91</td>
<td>inc, dyn</td>
<td>13</td>
<td>all UL/DL</td>
</tr>
<tr>
<td>Bus</td>
<td>8</td>
<td>3.462</td>
<td>1.875</td>
<td>91</td>
<td>inc, dyn</td>
<td>48</td>
<td>central IPLs</td>
</tr>
<tr>
<td>Ring</td>
<td>5</td>
<td>2.846</td>
<td>2</td>
<td>91</td>
<td>inc, dyn</td>
<td>26</td>
<td>all IPLs</td>
</tr>
<tr>
<td>Circ. star</td>
<td>4</td>
<td>2.319</td>
<td>2.714</td>
<td>91</td>
<td>inc, dyn</td>
<td>13</td>
<td>all UL/DL</td>
</tr>
<tr>
<td>Star</td>
<td>4</td>
<td>2.582</td>
<td>1.875</td>
<td>91</td>
<td>inc, dyn</td>
<td>24</td>
<td>all IPLs</td>
</tr>
</tbody>
</table>

Ring topology requires the minimum of 26 different wavelengths on all IPLs. According to the network topology characteristics this topology seems to be closer to the bus than to the full mesh as it puts the highest burden on IPLs and also has low average nodal degree (i.e. 2), similar to the bus topology.

Circumcired star topology needs only 13 different wavelengths on all backhaul UL/DL links, the same as the full mesh topology. If we look at the network diameter of this topology, it is bigger than the one for the full mesh, but smaller than the one for ring and bus topologies. The same holds for the average internodal distance. We can notice from this analysis that there is a correlation between the network diameter, average internodal distance and average nodal degree on one side, and the minimum number of required different wavelengths per link and the type of most burdened link(s) on the other. The higher the average nodal degree and the smaller the average internodal distance, the less wavelengths per link are needed. Higher requirements are put on IPLs for low nodal degree topologies, while for high nodal degree topologies high requirements will occur on backhaul ULs/DLs.

The above observations are confirmed also by the star topology, having similar average internodal distance as the ring topology and the same average nodal degree as the bus topology, resulting in similar number of required wavelengths per link as in the ring topology and critical requirements being posed by IPLs as in the ring and bus topologies. In particular, each IPL in the star topology requires at least 24 different wavelengths.

The above simulation results confirm the analytical results and observations from Sections 6.3.2, as well as indicate interesting correlations between network topology characteristics and resource requirements.

6.5.1.2 7 HAPs / 14 GSs Topologies

In this section we investigate the same network topologies as above, but with increased number of ground stations (see Figure 84), thus being able to confirm the generalised equations from Section 6.3.2 and to discuss the implications of deploying more than one GS per HAP. For the particular case of $N = 7$ and $k = 2$, that is a network with 7 HAPs and 2 GSs per HAP (i.e. 14 GSs in total), the minimum number of wavelengths required by the full mesh and the bus topologies is expected to be 20 and 108 according to Equations (6.7) and (6.12).
The above topologies were simulated for 100 time units, on average two connection requests arrive per time unit and a connection lasts for 4 time units. Simulations were performed for all routing (FR, FAR, AR) and wavelength assignment (R, FF) schemes, but only the maximum value among the outputs is presented in the following. We assumed a link supports higher number of different wavelengths than the maximum expected to avoid any blocking of connection requests in the network. In particular, given that the minimum of 108 different wavelengths are expected in the bus topology we have assumed each link supports 160 different wavelengths, thus there is no wavelength constraint in the network.

The experimental results for the five 7 HAPs / 14 GSs topologies are presented in Table 16. Similar as for the single GS per HAP, the highest number of required wavelengths occurs for the bus topology, while the smallest for the full mesh topology. Experimental results also confirm the generalised equations in Section 6.3.2 for $k = 2$. The full mesh topology needs 20 wavelengths to achieve full interconnection, with critical requirements occurring on the backhaul UL/DL links. The bus topology puts higher requirements on central IPLs, actually requiring 108 different wavelengths to achieve full optical interconnection.
Table 16: Network topology characteristics and wavelength requirements for 7 HAPs / 14 GSs.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Network diameter</th>
<th>Average internodal distance</th>
<th>Average nodal degree</th>
<th>Number of bidirectional connections</th>
<th>Traffic</th>
<th>Min. number of required wavelengths</th>
<th>Critical link(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full mesh</td>
<td>3</td>
<td>2.233</td>
<td>3.333</td>
<td>210</td>
<td>inc, dyn</td>
<td>20</td>
<td>all UL/DL</td>
</tr>
<tr>
<td>Bus</td>
<td>8</td>
<td>3.733</td>
<td>1.905</td>
<td>210</td>
<td>inc, dyn</td>
<td>108</td>
<td>central IPLs</td>
</tr>
<tr>
<td>Ring</td>
<td>5</td>
<td>3.133</td>
<td>2</td>
<td>210</td>
<td>inc, dyn</td>
<td>56</td>
<td>all IPLs</td>
</tr>
<tr>
<td>Circ. star</td>
<td>4</td>
<td>2.619</td>
<td>2.476</td>
<td>210</td>
<td>inc, dyn</td>
<td>27</td>
<td>IPLs</td>
</tr>
<tr>
<td>Star</td>
<td>4</td>
<td>2.876</td>
<td>1.905</td>
<td>210</td>
<td>inc, dyn</td>
<td>54</td>
<td>all IPLs</td>
</tr>
</tbody>
</table>

The ring topology has higher average internodal distance than in the case with one GS per HAP (3.133 for two GSs versus 2.846 for a single GS) but the same average nodal degree equal to 2. The highest number of wavelengths are still required by IPLs, which is apparently a consequence of the network topology. Otherwise, the behaviour of this topology did not change much due to the extra ground stations. Experimental results indicate that the minimum number of required different wavelengths remains high at 56.

Similar as ring topology, circumcircled star topology also has higher average internodal distance than for the case with one GS per HAP (i.e. 2.619 for two GSs versus 2.319 for one GS) but lower average nodal degree (2.476 for two GSs versus 2.714 for one GS). One thing that changed in the behaviour of this topology, with adding extra ground stations, is the type of edge requiring to have the highest number of wavelengths. While ULs/DLs had the highest wavelength requirements in the case of one GS per HAP, in the case of two GSs per HAP the highest requirements are incurred on the IPLs forming the circumcircle, which have to support at least 27 different wavelengths to achieve full optical connectivity.

The average internodal distance in the case of multiple GSs per HAP increased also for the star topology from 2.582 for a single GS to 2.876 for two GSs per HAP. However, contrary to above topologies for the star topology also the average nodal degree increases (from 1.875 for one GS to 1.905 for two GSs). Nevertheless, the highest requirements for different wavelengths (54 for the star topology) remain on IPLs.

The obvious conclusion regarding the increase of the number of GSs connected to a HAP is that the required number of wavelengths per link increases. A solution for reducing these requirements might be to design the system in such way that a GS can connect to more than one HAP. This would increase the average nodal degree of the system and might notably decrease the average internodal distance bringing the topology closer to the full mesh one. If both the number of wavelengths and the link type that carries them (probably high burdens on UL/DL will be avoided due to the vulnerability of this type of links) are an issue, than an intermediate solution will be found.

6.5.2 The Effect of Link Failure

In this section we consider as a baseline an optical transport network consisting of 21 HAPs, depicted in Figure 85a. From this topology we derived two subnetworks by removing one link from the main network; topology depicted in Figure 85b was obtained by removing the link 10 ↔ 13, while topology in Figure 85c was obtained by removing the link 3 ↔ 5.
First we simulated the baseline topology allowing 64 wavelengths per link, using incremental traffic, unit arrival rate, unit holding time and 60 time units simulation time. The diameter of the network is 7, the average internodal distance is 2.995 and the average nodal degree equals 3.714. In the above mentioned traffic conditions, the maximum number of wavelengths used in the network was 46 and there was no blocking of connection requests. The average wavelength utilization on two specific links, subject to disconnection in the following investigation, was as follows:

- The link (10 ↔ 13) had an average wavelength utilization of 0.2.
- The link (3 ↔ 5) had an average wavelength utilization of 0.688.

The first link is much less used in the routing and wavelength assignment procedures than the second one. Thus we anticipate that traffic will be much more affected if the second link fails than if the first link fails.
Table 17 presents the simulation results for all three topologies. By removing the link (10 ↔ 13), the highest number of required wavelengths is 45 and no blocking occurs in the network. Lower number of required different wavelengths with respect to the baseline topology is a result of the random generator of connection requests and random choice of wavelengths on each link, but it shows that failure of the link (10 ↔ 13) with low utilisation does not notably affect the network performance. By removing the link (10 ↔ 13), the values of the average internodal distance and average nodal degree change, but the network diameter is not affected.

<table>
<thead>
<tr>
<th>Failed link</th>
<th>Network diameter</th>
<th>Average internodal distance</th>
<th>Average nodal degree</th>
<th>Blocking</th>
<th>Max. number of used wavelengths</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>7</td>
<td>2.995</td>
<td>3.714</td>
<td>0</td>
<td>46</td>
</tr>
<tr>
<td>(10 ↔ 13)</td>
<td>7</td>
<td>3.019</td>
<td>3.619</td>
<td>0</td>
<td>45</td>
</tr>
<tr>
<td>(3 ↔ 5)</td>
<td>8</td>
<td>3.262</td>
<td>3.619</td>
<td>0.12</td>
<td>&gt; 64</td>
</tr>
</tbody>
</table>

In contrary, the topology where the link (3 ↔ 5) with high utilisation of resources was removed yields non zero blocking as depicted in Figure 86. This happened because the removed link and the link (4 ↔ 8) were the only two connecting two subnetworks, the one above the Scandinavia with the one above the Continental Europe. Thus, once link (3 ↔ 5) failed, all the traffic had to be carried by the link (4 ↔ 8), which does not have sufficient resources for that. In fact, to connect the two subnetworks, 6×(21 - 6) = 90 different wavelengths are needed, while we assumed each link support up to 64 wavelengths. So, as long as both (3 ↔ 5) and (4 ↔ 8) links were active there were 64 + 64 = 128 available wavelengths. However, upon the failure of the link (3 ↔ 5), the link (4 ↔ 8) can carry alone only about 71% of the requested traffic, while the other 29% is blocked. In these conditions, the network serves about 88% of the total traffic, while the rest of 12% is blocked.

Figure 86: Evolution of blocking for 21-node topology with failure on the link (3 ↔ 5).

The evolution of blocking over time shows that light paths are established for requests on link (4 ↔ 8) until the 64 wavelengths are exhausted (time slot 1). After that, each new connection that requires a new wavelength is rejected (time slots 1 to 28). Finally the blocking converges towards 0.12 as there are no more requests that were not routed or blocked already.
6.5.3 Performance Evaluation of Routing and Wavelength Assignment Schemes

The previous results were focusing the resources needed by various physical topology configurations. The way HAPs based networks will be deployed in reality is at the moment highly unpredictable, but if successful the networks might reach significant sizes. As an example we assume in this study two European-wide topologies consisting of 35 HAPs. As a baseline HAP network we took the topology proposed by a research group at DLR (German Aerospace Center) depicted in Figure 87a and referred to in the following as EU-1, although coverage areas of HAPs are considerably larger than those originally proposed for CAPANINA scenario (i.e. 60 km). The other network of HAPs with a similar topology, depicted in Figure 87b and referred to as EU-2, was obtained from the first one by connecting differently some of the platforms. The EU-1 network consists of 65 IPLs, while the EU-2 network consists of 68 IPLs.

In this section, we impose physical limitations over the resources of the network and we perform a comparison of the performance of different routing and wavelength assignment schemes.

![EU-1 topology](image1)

![EU-2 topology](image2)

---

Table 18 summarises the network topology characteristics of the EU-1 and EU-2 topologies. The network diameter for the EU-1 is larger than the one for EU-2. Nevertheless, the EU-1 has, on average, shorter paths between two HAPs, i.e. the average internodal distance is 3.770, while for the EU-2 it is 3.8. This characteristic is important if wavelength continuous routing is performed on the network. The longer the path, the less chances to find the same free wavelength on each link along the path.

**Table 18: Network topology characteristics of the EU-1 and EU-2 topologies.**

<table>
<thead>
<tr>
<th>Topology</th>
<th>Network diameter</th>
<th>Average internodal distance</th>
<th>Average nodal degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-1</td>
<td>9</td>
<td>3.770</td>
<td>3.657</td>
</tr>
<tr>
<td>EU-2</td>
<td>8</td>
<td>3.800</td>
<td>3.829</td>
</tr>
</tbody>
</table>

The average nodal degree for EU-2 is higher than for the EU-1 topology. Based on this one would expect there will be more options in EU-2 to route a lightpath, resulting in lower average blocking. The experimental results, however, did not confirm these expectations, because in highly irregular topology, where the worst case link dictates the blocking and hence the performance of the overall network, the network behaviour cannot be simply estimated on average values of topology characteristics.
We simulated both networks considering only the stratospheric OTN (i.e. there are no backhaul optical ULs/DLs to ground stations), with 64 wavelengths per link, unit arrival rate, unit holding time, 60 time slots simulation time, and both the incremental and dynamic traffic load conditions. The experimental results are depicted in Figure 88.

Figure 88: Performance of the routing and wavelength assignment algorithms.

Several routing and wavelength assignment techniques for fibre optics WDM based networks were proposed and studied in the literature, including the ones implemented by HAPSSim. Their performance was evaluated in several research papers (see [86][87][88] etc) and, based on those results, we expect that applying such techniques on HAP based WDM networks will yield similar performances. Fixed routing (FR) algorithms are expected to have the worst performance and offer the least flexibility in case of link failure (as it does not hold any backup route). Adaptive routing (AR) will have the best performance and fixed alternate routing (FAR) will be close to it. In practice, FAR is preferred to AR as it requires less signalling [88]. FF wavelength assignment is expected to provide lower blocking than R wavelength assignment as it is designed to occupy the low index wavelengths for short lightpaths, while keeping the others for longer lightpaths. Finally, networks without wavelength conversion capabilities will result in higher blocking than the ones with full wavelength conversion.
Table 19 presents the simulation results for the EU-1 topology for both types of traffic. At first glance we notice that the average blocking of the network for the incremental traffic is higher than for dynamic traffic, independent of the routing and wavelength assignment techniques. This is due to the fact that with incremental traffic, once a lightpath is established it remains active during the entire simulation time, while with dynamic traffic, resources used by a lightpath are released once the connection routed on it becomes idle. The released resources can thus be used to establish lightpaths for new requests and this phenomena leads to lower blocking.

**Table 19: Performance of RWA algorithms on the EU-1 topology.**

<table>
<thead>
<tr>
<th>Routing</th>
<th>Wavelength assignment – conversion capability</th>
<th>Blocking (incremental traffic)</th>
<th>Blocking (dynamic traffic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR</td>
<td>R – no</td>
<td>0.115</td>
<td>0.084</td>
</tr>
<tr>
<td>FR</td>
<td>R – full</td>
<td>0.104</td>
<td>0.069</td>
</tr>
<tr>
<td>FR</td>
<td>FF – no</td>
<td>0.105</td>
<td>0.070</td>
</tr>
<tr>
<td>FR</td>
<td>FF – full</td>
<td>0.104</td>
<td>0.069</td>
</tr>
<tr>
<td>FAR</td>
<td>R – no</td>
<td>0.056</td>
<td>0.037</td>
</tr>
<tr>
<td>FAR</td>
<td>R – full</td>
<td>0.044</td>
<td>0.018</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – no</td>
<td>0.045</td>
<td>0.024</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – full</td>
<td>0.044</td>
<td>0.018</td>
</tr>
<tr>
<td>AR</td>
<td>R – no</td>
<td>0.057</td>
<td>0.037</td>
</tr>
<tr>
<td>AR</td>
<td>FF – no</td>
<td>0.037</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Simulation results for the EU-2 topology presented in Table 20 also show that the blocking for incremental traffic is higher than for dynamic traffic.

**Table 20: Performance of RWA algorithms on the EU-2 topology.**

<table>
<thead>
<tr>
<th>Routing</th>
<th>Wavelength assignment – conversion capability</th>
<th>Blocking (incremental traffic)</th>
<th>Blocking (dynamic traffic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR</td>
<td>R – no</td>
<td>0.164</td>
<td>0.125</td>
</tr>
<tr>
<td>FR</td>
<td>R – full</td>
<td>0.161</td>
<td>0.120</td>
</tr>
<tr>
<td>FR</td>
<td>FF – no</td>
<td>0.160</td>
<td>0.119</td>
</tr>
<tr>
<td>FR</td>
<td>FF – full</td>
<td>0.161</td>
<td>0.120</td>
</tr>
<tr>
<td>FAR</td>
<td>R – no</td>
<td>0.083</td>
<td>0.053</td>
</tr>
<tr>
<td>FAR</td>
<td>R – full</td>
<td>0.075</td>
<td>0.036</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – no</td>
<td>0.079</td>
<td>0.043</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – full</td>
<td>0.075</td>
<td>0.036</td>
</tr>
<tr>
<td>AR</td>
<td>R – no</td>
<td>0.085</td>
<td>0.052</td>
</tr>
<tr>
<td>AR</td>
<td>FF – no</td>
<td>0.070</td>
<td>0.042</td>
</tr>
</tbody>
</table>
6.5.3.1 Performance of the Wavelength Assignment Algorithms

Random assignment yields higher blocking than FF with all routing strategies for networks with no conversion capabilities. For the EU-2 topology, random assignment had 0.004 higher blocking than FF for FR, for both incremental and dynamic traffic. For the EU-1 topology, this difference was even higher: R’s blocking was 0.115 versus FF’s 0.105 for incremental traffic and 0.084 versus 0.070 for dynamic traffic. FAR with FF performed by 0.011 better than R on the EU-1 topology and by 0.004 on the EU-2 topology. For AR, the difference between performances of the two assignment policies is even higher: 0.020 for the EU-1 topology and 0.015 for the EU-2 topology.

Full wavelength conversion capability simulations were implemented only for the FR and FAR routing strategies mainly because we considered that a network having both AR and full wavelength conversion would be too expensive. The blocking on a system that implements full wavelength conversion capabilities significantly depends on the routing strategy, as there are no more blocked connection requests due to the lack of a unique wavelength on all the links of the path. In this case, the wavelength assignment strategy does not affect blocking anymore.

EU-1 topology has blocking equal to 0.104 with FR and both R and FF for incremental traffic and 0.069 with FR and both R and FF for dynamic traffic. Similarly, EU-2 topology has blocking equal to 0.161 with FR and both R and FF for incremental traffic and 0.120 with FR and both R and FF for dynamic traffic. For FAR, the blocking with full wavelength conversion follows a similar pattern.

6.5.3.2 Performance of the Routing Algorithms

The performance comparison of the three implemented routing algorithms, FR, FAR and AR, show that the blocking results presented in Table 19 and Table 20 indicate that FAR outperforms FR, both with or without full wavelength conversion, by factor of two with incremental traffic and almost by factor of three with dynamic traffic for both analyzed topologies.

AR with no wavelength conversion and random assignment clearly outperforms FR and performs similar to FAR on both topologies. We conclude that AR with full wavelength conversion is significantly better than FR and FAR.

6.5.3.3 Performance of the Routing and Wavelength Assignment Algorithms

Looking at the results presented in Table 19 and Table 20 we furthermore notice that FR-R-No-Conversion performs the worst on both topologies. FR-FF-No-Conversion performs a bit better due to the improvement of the wavelength assignment policy. FR-R/FF-Full-Conversion should yield better performances than the previous two policies.

To continue, FAR-R-No-Conversion is better that all FR-R/FF-No/Full-Conversion policies, FAR-FF-No-Conversion is better than all the previously mentioned ones and the pattern continues as for the FR policies. AR-R resulted in poor performances compared to FAR and AR-FF techniques.

Figure 88 depicts the plots of the evolution of blocking with time for all the wavelength and routing assignment policies. It can be noticed that the plots for dynamic traffic are not so flat after the system passed the transitory state (approximately after time slot 10). This is due to the previously explained phenomena characteristic for the dynamic traffic case of releasing the resources after the connection becomes idle.

Finally, it needs to be pointed out that routing algorithms have much higher influence on the blocking than the wavelength assignment algorithms. The best combination of such policies seems to be FAR-FF as it performs close to AR in blocking but requires less signalling.

6.5.3.4 Utilization of network resources

Now we are interested in how efficiently the routing and wavelength assignment algorithms use the available resources. Table 21 and

Table 22 list used link and wavelength statistics. For each topology and each traffic type, simulation results are presented giving the maximum number of used wavelengths and the number of link on which this maximum occurred. Except for the AR-R, all the algorithms used all the available
wavelengths at least once and at least on one link during the simulations (thus effectively resulting in at least one blocking of connection request).

Table 21: Resource utilization by RWA algorithms on the EU-1 topology.

<table>
<thead>
<tr>
<th>Routing</th>
<th>Wavelength assignment – conversion capability</th>
<th>Max. number of used wavelengths (incremental traffic)</th>
<th>Number of links with max. wavelength requirement (incremental traffic)</th>
<th>Max. number of used wavelengths (dynamic traffic)</th>
<th>Number of links with max. wavelength requirement (dynamic traffic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR</td>
<td>R – no</td>
<td>64</td>
<td>1</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>FR</td>
<td>R – full</td>
<td>64</td>
<td>4</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>FR</td>
<td>FF – no</td>
<td>64</td>
<td>3</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>FR</td>
<td>FF – full</td>
<td>64</td>
<td>4</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>FAR</td>
<td>R – no</td>
<td>64</td>
<td>2</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>FAR</td>
<td>R – full</td>
<td>64</td>
<td>6</td>
<td>64</td>
<td>8</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – no</td>
<td>64</td>
<td>4</td>
<td>64</td>
<td>5</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – full</td>
<td>64</td>
<td>6</td>
<td>64</td>
<td>8</td>
</tr>
<tr>
<td>AR</td>
<td>R – no</td>
<td>60</td>
<td>1</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>AR</td>
<td>FF – no</td>
<td>64</td>
<td>2</td>
<td>64</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 22: Resource utilization by RWA algorithms on the EU-2 topology.

<table>
<thead>
<tr>
<th>Routing</th>
<th>Wavelength - assignment - conversion capability</th>
<th>Max. number of used wavelengths (incremental traffic)</th>
<th>Max. number of links with max. wavelength requirement (incremental traffic)</th>
<th>Max. number of used wavelengths (dynamic traffic)</th>
<th>Max. number of links with max. wavelength requirement (dynamic traffic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR</td>
<td>R – no</td>
<td>64</td>
<td>1</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>FR</td>
<td>R – full</td>
<td>64</td>
<td>4</td>
<td>64</td>
<td>5</td>
</tr>
<tr>
<td>FR</td>
<td>FF – no</td>
<td>64</td>
<td>3</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>FR</td>
<td>FF – full</td>
<td>64</td>
<td>4</td>
<td>64</td>
<td>5</td>
</tr>
<tr>
<td>FAR</td>
<td>R – no</td>
<td>64</td>
<td>1</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>FAR</td>
<td>R – full</td>
<td>64</td>
<td>6</td>
<td>64</td>
<td>7</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – no</td>
<td>64</td>
<td>4</td>
<td>64</td>
<td>6</td>
</tr>
<tr>
<td>FAR</td>
<td>FF – full</td>
<td>64</td>
<td>6</td>
<td>64</td>
<td>7</td>
</tr>
<tr>
<td>AR</td>
<td>R – no</td>
<td>63</td>
<td>1</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>AR</td>
<td>FF – no</td>
<td>64</td>
<td>3</td>
<td>64</td>
<td>3</td>
</tr>
</tbody>
</table>

We can observe that the routing and wavelength assignment policies that resulted in lower blocking used more efficiently the networks’ resources. As an example we can consider EU-2 topology with FAR-FF-No-Conversion versus FR-FF-No-Conversion. The first one used all 64 wavelengths on 4 links with incremental traffic and on 6 links with dynamic traffic, while the second used all 64 wavelengths on 3 links with incremental traffic and on 4 links with dynamic traffic.

At a first glance, AR algorithms seem to give low blocking with not very efficient utilisation of resources; however AR does not use the maximum resources on so many links as FAR or FR because they choose routes considering the current network state. That means they tend to route traffic on less loaded links and are in fact very efficient with respect to the utilization of network resources. A FAR routing policy combined with a Least Loaded wavelength assignment policy might give similar resource usage as AR with FF or R.

Among all the routing and wavelength assignment algorithms applied on EU-2 topology in this study, FAR-FF/R-Full-Conversion used the most, i.e. 7 links at full capacity, which represents 10% of the total number of links. For the EU-1 topology, the same policies used the maximum of 8 links at full capacity, which represents 12% of the total number of links. These percentages appear uneconomical so it would be interesting to investigate methods that enable the increase of resource usage for WDM-based networks such as Least Loaded wavelength assignment, Distributed Relative Capacity Loss (DRCL) wavelength assignment, Traffic Grooming, etc.

Now we take another look at the upper and lower boundaries of required wavelengths per link for a network consisting of 35 HAPs. Based on Equations (6.7) and (6.12), the required minimum number of different wavelengths per link for zero blocking in the 35-node network topology with no ground
stations is in the interval \([1, 306]\) corresponding to requirements for the full mesh and the bus topologies. To confirm these assumptions we carried out additional simulations for the EU-1 and EU-2 networks increasing the number of wavelengths per link from 64 to 128.

The results for the EU-1 topology are depicted in Figure 89. For the incremental traffic blocking was zero for all the RWA policies and the maximum number of wavelengths used on any link was 101. For the dynamic traffic all routing and wavelength assignment schemes yielded zero blocking except the FR-R-No-Conversion, where the blocking was somewhere at approximately \(10^{-4}\). For the dynamic traffic the maximum number of wavelengths used on any link was 99.

![Evolution of the blocking with time](image1)

(a) incremental traffic load

(b) dynamic traffic load

Figure 89: Blocking for the EU-1 topology with 128 wavelengths per link.

Figure 90 presents the results for the EU-2 topology. For both incremental and dynamic traffic conditions all combinations with RWA except the FR-R-No-Conversion yielded zero blocking. For the incremental traffic the maximum number of wavelengths used on any link was 120 while for the dynamic traffic case it was 116.

![Evolution of the blocking with time](image2)

(a) incremental traffic load

(b) dynamic traffic load

Figure 90: Blocking for the EU-2 topology with 128 wavelengths per link.
### 6.5.3.5 Need for double hops?

In the previous section we investigated the performance of the routing and wavelength assignment algorithms on two 35 HAPs network. A real network will probably consist of smaller number of HAPs than 35, but will have ground station(s) in most of the HAP coverage areas. We showed that the blocking in the 35-node network topology went up to 16%, which is not acceptable performance either from user nor from network operator point of view.

In this section we extend previous study by the investigation of the minimum number of required different wavelengths for the EU-1 topology with one ground station within each HAP coverage area. In the simulation we assumed only dynamic traffic load conditions, the connection request arrival rate equal to 4 units of time, unit holding time and the simulation time of 60 time slots. The obtained simulation results are given in Table 23.

<table>
<thead>
<tr>
<th>Traffic</th>
<th>Routing</th>
<th>Wavelength assignment</th>
<th>Conversion capabilities</th>
<th>Max. number of used wavelengths</th>
<th>Link with max. requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic</td>
<td>FR, FAR</td>
<td>R, FF</td>
<td>no, full</td>
<td>300</td>
<td>19 ↔ 24</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>R, FF</td>
<td>no, full</td>
<td>202</td>
<td>3 ↔ 7</td>
</tr>
<tr>
<td>Incremental</td>
<td>FR, FAR</td>
<td>R, FF</td>
<td>no, full</td>
<td>468</td>
<td>19 ↔ 24</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>R, FF</td>
<td>no, full</td>
<td>305</td>
<td>3 ↔ 7</td>
</tr>
</tbody>
</table>

The minimum number of wavelengths required by such topology is currently not supported by any optical technology. However, an OTN is expected to be designed in such way that it routes all connections request. Thus, the immediate solution for building such a network using currently available technology is to use double-hop routing and try to minimise the number of paths that require OEO conversion along the way, thus avoiding unnecessary delays on as many paths as possible.
6.6 Summary

This chapter has investigated the concept of optical transport network based on a meshed HAP system with optical ULs/DLs and optical IPLs using WDM technology. For such networks it is desirable that all nodes are connected by single hop optical links avoiding any OEO conversions. However, in medium to large networks the resources available by current state of the technology might prove insufficient and double/multiple-hop connections may need to be established, requiring careful network dimensioning to avoid unnecessary complexity and delays. Taking into account physical constraints for the implementation of optical IPLs, the influence of the physical HAP network topology on wavelength routing and OTN dimensioning have been investigated analytically using two reference network topologies, the fully meshed HAP network topology and the bus network topology. These topologies represent the extreme cases in terms of the degree of physical connectivity, and consequently also in terms of the minimum number of required different wavelengths to guarantee the end-to-end optical connectivity. This has been confirmed by simulations using a HAPSSim software tool built for dimensioning and performance evaluation of HAP-based optical transport networks. With this tool we determined the wavelength requirements for three additional reference topologies, i.e. ring, circumcirked star and star topologies, and compared them to the requirements of the full mesh and the bus topologies.

Furthermore, experimental results on a reference 21-node network showed that the blocking of connection requests in the network strongly depends on the position of a failed link within the network topology. If a link failure occurs in a network region with a high connectivity degree the resulting blocking is significantly lower than if it occurs in a region with low connectivity degree.

Finally we examined the performance of different routing and wavelength assignment schemes on two European-wide HAP network topologies consisting of 35 HAPs. We were investigating blocking of connection requests in different traffic load conditions under single-hop restriction, as well as the efficiency of utilisation of resources. We showed that the performance of the routing algorithm is by far more important than the performance of the wavelength assignment algorithm. Furthermore, the difference in blocking is higher between two routing schemes than between two assignment schemes. The experimental results also showed that for large networks double/multiple-hop routing is necessary.

In this study we were focusing on networking and topological aspects of all-optical backhaul network based on HAPs. Such network, however, brings about several challenges not addressed in this chapter, mainly concerned with establishing and maintaining optical IPLs, ULs and DLs, and with suitability of currently available optical equipment for integration in the HAP payload (in terms of power consumption, weight, volume, stabilisation, etc).
7 Network Management Solutions for HAP Networks

7.1 Introduction

This chapter specifies the technical facilities that effectively help the management of HAP networks. Beyond the typical requirements of traditional management tasks, the management solutions to be proposed need to fulfil the special requirements that are HAP-specific.

SNMP is a suitable management protocol in short-term purpose because it is supported by almost vendors and using SNMP automatically means the integration with existing network technology would be easy. The further step in the specification work is the identifying and defining of new Management Information Bases (MIB) which is necessary for HAP network’s management. Besides, increasing the management reliability is identified as an important factor to be solved for the management of HAP networks.

7.2 HAP-Specific Considerations

7.2.1 HAP Flight Control Related Issues

For reliability and safety reasons conformant with the air traffic regulations, HAPs should not be used as relay devices for communications between aircrafts (or airships) and ground stations belonging to the Aeronautical Telecommunication Network (ATN) [94]. It is recommended that the ground stations for HAPs can be used by the ATN as well. In addition, the flight control information for HAPs should be separated from the normal telecommunications traffic and be carried in a separate frequency with different device. However, this document only focuses on the specification of a network management solution for the HAP telecommunications networks. But it is worth saying that some flight control information should be acquired by the management system because the flight control has a crucial impact on the provisioning of telecommunications services from HAPs. There are several solutions for obtaining the flight control information.

7.2.2 Characteristics of the Network Architecture

The specification of the network management system for CAPANINA HAP networks must take into account the specific characteristics of the HAP networks as well as the features of the network architecture.

Mobility routing: mobile IP is selected with multi level mobility support. This requires the management of several functional entities such as Mobility Anchor Point, Home Agent and Mobile Router.

QoS: a hybrid QoS architecture comprising DiffServ and IntServ is proposed to ensure QoS requirements of candidate services. Management of functionalities of this hybrid QoS architecture should be considered.

7.2.3 Control and Monitor of Communication Devices on Board

Antenna: very important factor in radio communication. In network scenarios targeted by CAPANINA project, antennas will be placed on the fixed ground stations, moving vehicles and on HAP. Staff members of network management team would be interested in several parameters of several antenna techniques (steerable antennas, smart antennas, aperture antennas).

Multiple HAP constellations: a concept of multiple HAPs covering a single coverage area sharing the same frequency bands is proposed because one HAP may not deliver enough capacity for a
coverage area when the number of users increases. Then the HAP constellation solution should be managed and controlled also by network management staff.

Physical and link layer for inter-platform and backhaul optical communication: the free-space optical link between a HAP and background station or another HAP differs from a conventional optical link in the terms of fluctuations, pointing, acquisition, tracking.

7.3 Specification of the Network Management

In order to select the most suitable network management system for HAP CAPANINA networks, one of the most important factors to be considered is the interworking and integration with other networks: be it satellite, fixed or cellular mobile networks. The great potential of the chosen management architecture would be its ability to enable the task of integrating management of devices from different vendors implementing different technologies.

The Telecommunications Management Network (TMN) standard [90],[91] is a hierarchical management architecture providing a largest pool of functionalities and facilities for management purposes. Management functionalities are organized in different layers of management responsibility: element, network, service and business management according to the TMN model. TMN provides an object orientation modelling technique based on ASN.1, a symmetric, scalable communication protocol (Common Management Information Protocol-CMIP -see RFC 1189), extensive generic library and support of authentication and privacy.

The OSI management system [92] is the halfway between TMN and the Internet management system. The OSI management system is based on manager-agent architecture. It models resources following object-oriented manner and its communication protocol, the CMIP, is a symmetric protocol.

As compared to TMN and OSI management system, Internet management system is a “light-weight” and “centralized” management architecture with the concept of management agents and management managers communicating with each others using the SNMP protocol. In the Internet management system, data are modelled in flat manner (SMI is a subset of ASN.1) and security and authentication are not or poorly supported. Even so, the Simple Network Management Protocol (SNMP) due to its simplicity, polling communication basis and agent-manager organization already gained a wide support from vendors as well as from users. Newer SNMP version (SNMPv3) already includes security, authentication and access support which make SNMP management architecture gaining even wider acceptance in the market.

In the short term, Internet management system should be implemented for the management of CAPANINA HAP networks because it is effective, and widely supported by almost device manufacturers. The management of HAPs which are flying object in the air certainly requires protection from intruders. Thus SNMPv3 is recommended for the HAP networks. In the long term, use of CMOT (CMIP Over TCP/IP, RFC 1189) would be the best way toward the OSI management architecture.

Both the SNMP and CMOT use the same basic concepts in describing and defining management information called Structure and Identification of Management Information (SMI) described in RFC 1155. The management information are organized in a standardized way into Management Information Base (MIB) described in RFC 1156. The SMI provides a way to describe managed object while MIB is the definition and organization of the objects themselves. Besides MIB-II (RFC 1213), we have to define new MiBs in order to operate the HAP networks. These new MiBs are organized into the following topics:

- MIB for HAP control and operation
- MIB for antennas
- MIB for HAP Constellation
- MIB for Handoff
- MIB for optical physical and link layer for interplatform communication and backhaul optical link
- MIB for Mobil IP
- MIB for QoS

The detailed specification of these new MIBs is in Section 7.3.2.

Each HAP and CPE/TE has its own IP address to host the agent for the network management purposes (Figure 91). The network management staff members work at the network management stations, get and/or set parameters, or receive traps from the agents.

A critical problem of the management of HAP networks is how to provide a dependable management system which can monitor and control the HAPs even in case of link errors or the HAP have to travel outside its dedicated area because of maintenance purposes or simply because of its flying control errors. In these cases, the backhaul link connected with ground gateways or inter-platform links with other HAPs are blocked. Section 7.3.1 provides the solutions for dependable management.

![Figure 91: Agents in HAP network devices.](image)

### 7.3.1 Multiple Links to Provide High Availability in Communications with HAPs

It is necessary to provide multiple back-up communication links with HAPs besides the back-haul links and inter-platform links, be it the radio link to the public mobile networks, or link to satellite systems, or Very High Frequency (VHF) data link usually used in communications with aircrafts (ACARS, VDL2) [93]. If a HAP is not accessible via backhaul link or inter-platform link, one of the backup links is selected for management communication with that HAP.
From the management viewpoint, the question is how to select the backup link when a HAP is not accessible. Each network interface connecting the HAP with a link, be it a backhaul link, inter-platform link or backup links, is provided with an IP address. At the management station, IP addresses of all network interfaces of a HAP are stored.

The IP address used in the HAP network is the default address and the management stations use this default address to communicate with the HAP. If the HAP is not accessible by its default IP address, other IP addresses are subsequently used for polling with that HAP. The management station automatically switches to an alternate IP address during failures. With this solution, we have to implement the selection functionality in the management software at the management station.

The throughput over back-up links may be very small, e.g. in VDL2, 32 kbps bandwidth is shared among multiple aircrafts or airships. Because of low bandwidths, data compression procedures should be considered. IP Payload Compression Protocol (RFC 2393) is an effective way to solve this problem at IP layer if SNMP data is not encrypted. However, sending data over other networks requires data encryption to fulfil security requirements. If encryption is used such as in SNMPv3, the data after encryption become random and this makes the compression at IP layer to be not effective. In that case, the compression must be performed before encryption. There are no standard for the compression of SNMP payload, but [95] gives guidelines for this purposes:

- SNMP payload compression should be able to support multiple compression algorithms
- Each SNMP message is compressed and decompressed by itself (stateless compression)

7.3.2 New MIBs for HAP Networks

7.3.2.1 MIB for HAP Control and Operation

<table>
<thead>
<tr>
<th>Place parameters</th>
<th>Altitude of the airship</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coordinates of the airship (longitude and latitude)</td>
</tr>
<tr>
<td>Rotating parameters</td>
<td>Pitch</td>
</tr>
<tr>
<td></td>
<td>Roll</td>
</tr>
<tr>
<td></td>
<td>Yaw</td>
</tr>
<tr>
<td>Weather parameters</td>
<td>Temperature inside and outside</td>
</tr>
<tr>
<td></td>
<td>Wind direction, intensity</td>
</tr>
<tr>
<td></td>
<td>Humidity</td>
</tr>
<tr>
<td>Coverage area</td>
<td>Size</td>
</tr>
<tr>
<td></td>
<td>Shape</td>
</tr>
<tr>
<td></td>
<td>Uniformity</td>
</tr>
<tr>
<td>Others</td>
<td>Remaining power on-board</td>
</tr>
<tr>
<td></td>
<td>Time from take-off</td>
</tr>
<tr>
<td></td>
<td>Station keeping profile</td>
</tr>
</tbody>
</table>
### 7.3.2.2 MIB for Antennas

#### Ground antenna

<table>
<thead>
<tr>
<th>Beamwidth parameters</th>
<th>Azimuth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Elevation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stabilisation technique</th>
<th>Pointing accuracy azimuth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pointing accuracy elevation</td>
</tr>
</tbody>
</table>

#### HAP antenna(s) configuration

<table>
<thead>
<tr>
<th>HAP antenna(s) configuration</th>
<th>Number of cells</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beam widths of cells (lots of data required here)</td>
</tr>
</tbody>
</table>

### 7.3.2.3 MIB for HAP Constellation

<table>
<thead>
<tr>
<th>Constellation</th>
<th>Multiple or single</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of HAPs</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overlap characteristics</th>
<th>No overlap/Partial overlap/Full overlap-depending on whether coverage or capacity limited. Overlap could also be used to provide diversity to increase availability.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Capacity exploitation technique</th>
<th>Directional user antenna with sidelobe floor of at -30dB relative to boresight gain</th>
</tr>
</thead>
</table>

### 7.3.2.4 MIB for Handoff

<table>
<thead>
<tr>
<th>Inter HAP</th>
<th>Inter HAP handoff technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra HAP</td>
<td>Intra HAP handoff technique</td>
</tr>
</tbody>
</table>

### 7.3.2.5 MIB for Optical Physical and Link Layer for Inter-platform Communication and Backhaul Optical Link

<table>
<thead>
<tr>
<th>Radio</th>
<th>Transmit power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exploitation of front haul</td>
</tr>
<tr>
<td></td>
<td>Number of ground stations</td>
</tr>
<tr>
<td></td>
<td>Ground station configurations</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Ground station</th>
<th>HAP antennas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data rate 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data rate 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beamwidth - azimuth</td>
<td></td>
<td>Beamwidth - azimuth</td>
</tr>
<tr>
<td>Beamwidth - elevation</td>
<td></td>
<td>Beamwidth - elevation</td>
</tr>
<tr>
<td>Antenna stabilisation technique</td>
<td></td>
<td>Stabilisation technique</td>
</tr>
<tr>
<td>Antenna pointing accuracy - azimuth</td>
<td></td>
<td>Pointing accuracy - azimuth</td>
</tr>
<tr>
<td>Antenna pointing</td>
<td></td>
<td>Pointing accuracy -</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Optical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit error rate</td>
<td></td>
</tr>
<tr>
<td>Coding and interleaving technique</td>
<td></td>
</tr>
<tr>
<td>Transmitter</td>
<td></td>
</tr>
<tr>
<td>Wavelength</td>
<td></td>
</tr>
<tr>
<td>Divergence angle</td>
<td></td>
</tr>
<tr>
<td>Tracking error</td>
<td></td>
</tr>
<tr>
<td>Tx divergence angle</td>
<td></td>
</tr>
<tr>
<td>Receiver</td>
<td></td>
</tr>
<tr>
<td>Receiver sensitivity</td>
<td></td>
</tr>
<tr>
<td>Mean receive power</td>
<td></td>
</tr>
<tr>
<td>Receive antenna gain</td>
<td></td>
</tr>
<tr>
<td>Rx aperture</td>
<td></td>
</tr>
</tbody>
</table>
7.3.2.6 MIB for Mobile IP

Suggested MIB parameters are partitioned with respect to management functionality into groups and entities. The MIP entities are Home Agent (HA), Mobile Router (MR) and Mobility Anchor Point (MAP). The MIB for the HA can be found in RFC 2006. No extensions are foreseen. The parameters for the MR and the MAP are classified into several groups; i.e. configuration, state, handover, discovery, advertisement, registration, security and proxy parameters. The proxy parameters are supported by the HAPs with PMAP functionality.

MIB for HA

See RFC 2006.

<table>
<thead>
<tr>
<th>MIB for MR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Configuration and state parameters</strong></td>
</tr>
<tr>
<td>MR’s home address</td>
</tr>
<tr>
<td>MR’s home agent list</td>
</tr>
<tr>
<td>MR’s state indication (home, registered, pending, isolated, unknown)</td>
</tr>
<tr>
<td>Multihoming capabilities</td>
</tr>
<tr>
<td>A table of care-of-addresses for each interface</td>
</tr>
<tr>
<td>Supported encapsulation methods (IPinIP, GRE, etc.)</td>
</tr>
<tr>
<td><strong>Handover and discovery parameters</strong></td>
</tr>
<tr>
<td>Information about the last MIP handover</td>
</tr>
<tr>
<td>Total number of MIP handovers</td>
</tr>
<tr>
<td>Total number of router solicitations sent</td>
</tr>
<tr>
<td>The most recently received router advertisement</td>
</tr>
<tr>
<td>Total number of advertisements received</td>
</tr>
<tr>
<td>A table of detected MAPs</td>
</tr>
<tr>
<td><strong>Advertisement parameters</strong></td>
</tr>
<tr>
<td>Advertisement parameters for the advertisement interface</td>
</tr>
<tr>
<td>The most recently sent router advertisement</td>
</tr>
<tr>
<td>Total number of advertisements sent</td>
</tr>
<tr>
<td><strong>Registration parameters</strong></td>
</tr>
<tr>
<td>Information about MR’s registration attempts</td>
</tr>
<tr>
<td>Total number of registration requests to each MAP</td>
</tr>
<tr>
<td>Total number of registration requests to the HA</td>
</tr>
<tr>
<td>The last registration request to each MAP and to the HA</td>
</tr>
<tr>
<td>A table containing the MR’s binding list</td>
</tr>
<tr>
<td>A table containing registration statistics</td>
</tr>
</tbody>
</table>
### Security parameters
- Security association table
- Particular mobility security association
- Total number of security violations
- MIP security violation table
- Information about one particular security violation

### MIB for MAP

<table>
<thead>
<tr>
<th>Configuration parameters</th>
<th>Supported encapsulation methods (IPinIP, GRE, etc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertisement parameters</td>
<td>Advertisement parameters for the advertisement interface</td>
</tr>
<tr>
<td></td>
<td>The most recently sent MAP advertisement</td>
</tr>
<tr>
<td></td>
<td>Total number of MAP advertisements sent</td>
</tr>
<tr>
<td>Registration parameters</td>
<td>Total number of registration requests received</td>
</tr>
<tr>
<td></td>
<td>A table containing binding cache entries</td>
</tr>
<tr>
<td>Proxy parameters</td>
<td>PMAP multicast group address</td>
</tr>
<tr>
<td></td>
<td>Total number of SYNC requests received</td>
</tr>
<tr>
<td></td>
<td>The last SYNC request received</td>
</tr>
<tr>
<td></td>
<td>Total SYNC requests sent</td>
</tr>
<tr>
<td></td>
<td>Total SYNC requests sent</td>
</tr>
<tr>
<td></td>
<td>The last SYNC request sent</td>
</tr>
</tbody>
</table>

### 7.3.2.7 MIB for QoS

<table>
<thead>
<tr>
<th>Bandwidth broker parameters</th>
<th>IP Address of Bandwidth Broker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Port number of Bandwidth Broker</td>
</tr>
<tr>
<td>Bandwidth share</td>
<td>Bandwidth share of Guaranteed Service</td>
</tr>
<tr>
<td></td>
<td>Bandwidth share of Controlled-load Service</td>
</tr>
<tr>
<td>Traffic class mapping</td>
<td>IntServ-DiffServ mapping matrix</td>
</tr>
<tr>
<td></td>
<td>IntServ-LL QoS mapping matrix</td>
</tr>
<tr>
<td></td>
<td>DiffServ-LL QoS mapping matrix</td>
</tr>
<tr>
<td></td>
<td>User buffer size</td>
</tr>
</tbody>
</table>
### APS scheduling

<table>
<thead>
<tr>
<th>User buffer size</th>
</tr>
</thead>
<tbody>
<tr>
<td>First token buffer size</td>
</tr>
<tr>
<td>Second token buffer size</td>
</tr>
</tbody>
</table>

### User token buffer

<table>
<thead>
<tr>
<th>first token buffer's filling rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>first token buffer's actual token number</td>
</tr>
<tr>
<td>second token buffer's actual token number</td>
</tr>
<tr>
<td>second token buffer's actual token number</td>
</tr>
<tr>
<td>Second token buffer's max. 1</td>
</tr>
<tr>
<td>Second token buffer's max. 2</td>
</tr>
</tbody>
</table>

| Actual Burst Profile |

### 7.4 Summary

This chapter specifies a network management system for the management of CAPANINA HAP networks. HAP-related management problems are considered, leading to the specification in that SNMPv3 is recommended as the management protocol in the short term and CMOT is proposed for the long term.

New MIBs are defined beside the MIB-II in order to operate the HAP networks. A solution of backup links is proposed to enhance the management reliability.
8 Summary and Conclusions

This deliverable has investigated several HAP or even CAPANINA operating scenario specific networking aspects. It follows the concept of providing the basic assumptions, defining requirements for the network architecture, identifying specific problems and giving suitable solutions. In particular, the issues identified as those requiring special attention within the workpackage WP2.5 include: QoS implementation and service provisioning for the mobile access network; network layer mobility support; the mechanisms for load balancing, error detection and recovery; network management solutions for HAP networks; and networking in all-optical HAP networks.

In Chapter 2, the basic assumptions taken into consideration in this study were presented: IEEE 802.16-SC is assumed to be the wireless access technology and IP be the network layer protocol. The use of IP as the network layer protocol, supported by numerous existing standards (RFCs), simplified the space of possible problems and solutions. Three basic IP-based architectures have been considered for further investigation: All-IP, MPLS and All-Optical architectures. With the requirements and assumptions we identify the primary problems and gives solutions for each of them. The requirements were identified in CAPANINA’s Deliverable D13 and herein shortly summarised. A network architecture satisfying these requirements can deliver the candidate applications and services listed in CAPANINA’s Deliverable D1. The basic assumptions, especially the assumption about adopting IP as the network layer protocol, have important impacts on the set of requirements. By analysing these impacts, the set of requirements was reduced to solving the following problems:

- Quality of Service.
- Suitable AAA standards.
- Routing or switching protocols capable for quick error detections an recovery.
- Mobility management.
- Network management.
- Operational Support System.
- Design of CPE/TE.
- Security and key management.

Chapter 3 provides solutions for open problems related to the provision of QoS for CAPANINA HAP networks: (1) A packet scheduling algorithm called Adaptive Profile Scheduling (APS) was proposed with the aim to improve system throughput (with normal parameter setting, simulation results showed that APS could improve the system throughput by 21%) while guaranteeing minimum rates for users and long-term fairness. Using APS as the main element we showed how to implement DiffServ in the downlink and implement IEEE 802.16’s link layer QoS specification. (2) Solutions were proposed to adapt the measurement-based admission control algorithms to the IEEE 802.16 environment where the overall link bit rate is variable in time. By simulation we showed which is the best solution for the Simple Sum admission control algorithm. (3) We showed how to carry RSVP signalling messages over wireless access link by mapping them directly to DSA-req messages. For the mobile scenario, a RSVP re-establishment solution using proxies was proposed to renegotiate the existing IntServ connections. We also considered the solutions to carrying IntServ and DiffServ traffic together on the access downlink. (4) The comparative analysis of the combinations of DiffServ, ToS routing and MPLS approach has shown that mixing strategies for both optimizing the forwarding scheme, like DiffServ does, and the routing algorithm, like in ToS routing, is a good approach to provide QoS in a network.

Chapter 4 describes the network architecture implications of using multiple platforms with overlaid coverage areas by introducing additional network elements with additional functionality. Two different architectures for load balancing are proposed. They differ with regard to complexity of additional elements, which should be installed in the system. At the basic utilisation of multiple HAPs, additional network element is added at user's premises, allowing the capacity increase and load balancing on
outbound connections only. The advanced utilisation of multiple HAPs is more complex and requires also the load balancing router at the gateway, allowing the load balancing in both directions, outbound and inbound. Also in this chapter, network errors were categorized into 3 groups and 3 MPLS-based scenarios were investigated in terms of error detection and recovery, in particular: which type of error can be detected, how fast and simple are the related detection and recovery mechanisms. It was concluded that the third scenario comprising GMPLS and MPLS would be the best option which can utilize the advantages and eliminate the disadvantages of the first two scenarios: the GMPLS and MPLS scenario.

Chapter 5 analyzed network layer mobility support in specific environment involving communications between high speed vehicles and HAP network. Some original contributions were proposed. The problem of routing to a mobile node was split into micro and macro-mobility parts. Apart from that division, access mobility was considered as the lowest level of mobility. Mobility within a single HAP was proposed to be implemented on the link layer, i.e. as access mobility, because loose coupling with network layer mobility enables exploitation of specific HAP access technology. IP-based micro-mobility protocols were proposed for the inter-platform movements. The main concepts involved into mobility support, such as MIP, HMIP and mobile routers were analyzed in the HAP-to-train scenario. Proxy MAP functionality in HMIP domain nodes was proposed in order to tackle intra-domain path optimization. This HMIP capability is lost if multi-level MIP is required and NEMO technology is used. Numerical evaluation of mean route length in an HMIP domain with multiple layers demonstrated the effectiveness of the proposed solution. Furthermore, we showed that careful selection of home agent location may significantly reduce the network burden due to the large HAP coverage area and expected localized mobility. The placement optimization of MIP home agent entity in this particular environment was proposed and evaluated. Analysis of multihoming configurations in the context of HAP networks and mobile routers was provided next. Multihoming support can provide route efficiency, fast handover between HAP and terrestrial links, as well as alleviate connectivity problem during NLOS conditions if quasi-deterministic route patterns are in place. We showed that multiple HAs increase throughput and reduce load on scarce wireless links. Simultaneous usage of multiple access interfaces is beneficial in terms of handoff efficiency.

In Chapter 6 we focus on networking and topological aspects of all-optical backhaul network based on HAPs. We investigated the concept of optical transport network and its application to CAPANINA HAP network, based on the assumption that free-space optics can be used both on inter-platform links and backhaul uplinks and downlinks. Various technologies and concepts supporting optical transport network are addressed, focusing on wavelength division multiplex concept and the wavelength routing. The main attention was given to the impact of physical network topology to the number of different required wavelengths to maintain all-optical paths between all nodes in the network. Different topologies have been taken into consideration, from basic regular topologies to representative general topologies, and were analysed analytically and numerically in terms of network characteristics and wavelength requirements. We also provide simulation results investigating the effect of link failure and the performance of different routing and wavelength assignment schemes, in particular showing that the performance of the routing algorithm is by far more important than the performance of the wavelength assignment algorithm.

Chapter 7 specifies a network management system for the management of CAPANINA’s HAP networks. HAP-related management problems are considered, leading to the specification in that SNMPv3 is recommended as the management protocol in the short term and CMOT is proposed for the long term. New MIBs are defined beside the MIB-II in order to operate the HAP networks. A solution of backup links is proposed to enhance the management reliability.

The work in WP2.5 could not solve all the problems related to the HAP system network architecture due to limited time and human resources. Thus, some of the identified problems still remain open such as mobility issues when MPLS is used, authentication and security schemes, suitable AAA concept, operational support system, the design of CPE/TE, security and key management problems. Nonetheless, we believe that the problems chosen for detailed investigation in WP2.5 represent the subset of HAP-specific networking issues that are particularly relevant for the specific CAPANINA high-speed train operating scenario, and thus needed to be solved first.
9 References


[99] A. Pereira et al, "Dynamic mapping between the Controlled-Load IntServ service and the Assured Forward DiffServ PHB", in Proc. of the HSNMC2003, pp. 1-10, Portugal, July-2003.

Appendices

A. Data Fields of DSx (DSA/DSC) Messages

The most important parameters important for the consideration of QoS mapping are located in the service flow TLV fields. These parameters are given by Type (parameter type), Length (length of the value) and Value (the value of the considered parameter) triples. The service flow parameters (Table 24) are mandatory in DSx-req and in DSx-rsp if the connection is established.

Table 24: Relevant parameters of service flow parameter set.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>QoS parameter Set Type</td>
<td>Type of parameter set</td>
</tr>
<tr>
<td>Traffic priority</td>
<td>Priority assigned to a service flow.</td>
</tr>
<tr>
<td>Maximum Sustained Traffic Rate</td>
<td>token-bucket-based rate limit for packets</td>
</tr>
<tr>
<td>Maximum Traffic Burst</td>
<td>token bucket size</td>
</tr>
<tr>
<td>Minimum Reserved Traffic Rate</td>
<td>minimum rate, in bits per second, reserved for this service flow</td>
</tr>
<tr>
<td>Vendor specific QoS parameters</td>
<td>Vendor specific QoS parameters, the size of this parameter is variable, max. size is not specified</td>
</tr>
<tr>
<td>Service Flow Scheduling Type</td>
<td>Specifies which uplink scheduling service is used for uplink transmission requests and packet transmissions</td>
</tr>
<tr>
<td>Tolerated Jitter</td>
<td>Defines the Maximum delay variation (jitter) for the connection.</td>
</tr>
<tr>
<td>Maximum Latency</td>
<td>Specifies the maximum latency for the processing of a packet in SS or BS before forwarding it.</td>
</tr>
</tbody>
</table>
Table 25: Error parameter set.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error parameter</td>
<td>subtype of a requested service flow parameter</td>
</tr>
<tr>
<td></td>
<td>in error</td>
</tr>
<tr>
<td>Error code</td>
<td>Code of the error</td>
</tr>
<tr>
<td>Error message</td>
<td>Text describing the error, max. length = 254</td>
</tr>
</tbody>
</table>

B. Mapping between IntServ Traffic Classes and IEEE 802.16 LL QoS Classes

Table 26: Mapping rules for IntServ services.

<table>
<thead>
<tr>
<th>Traffic class</th>
<th>Bandwidth Requirements</th>
<th>Delay/Jitter/Loss Rate</th>
<th>MAC layer Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard QoS guarantee (eg. VPN tunnel, Leased line E1/T1)</td>
<td>Constant bandwidth</td>
<td>Minimum packet delay, jitter and loss rate</td>
<td>Unsolicited Grant Service (UGS)</td>
</tr>
<tr>
<td>Soft QoS guarantee (eg. VoIP, VOD, digital TV, FTP)</td>
<td>Guaranteed</td>
<td>Regular delay, jitter require</td>
<td>Real-Time Polling Service (rtPS)</td>
</tr>
<tr>
<td></td>
<td>Not guaranteed</td>
<td>Long delay, jitter require</td>
<td>Non-Real-Time Polling Service (nrtPS)</td>
</tr>
<tr>
<td>Best effort (eg. HTTP)</td>
<td>Only basic connection</td>
<td>N/A</td>
<td>Best Effort (BE)</td>
</tr>
</tbody>
</table>

Table 27: Mapping IntServ services into IEEE 802.16 LL QoS classes.

<table>
<thead>
<tr>
<th>IntServ Service Type</th>
<th>Suitable scheduling service Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guaranteed service</td>
<td>UGS, rtPS</td>
</tr>
<tr>
<td>Controlled load</td>
<td>rtPS, nrtPS</td>
</tr>
<tr>
<td>Best Effort</td>
<td>BE</td>
</tr>
</tbody>
</table>

According to the definitions of IntServ services and the scheduling service types, [30] specifies the mapping from IntServ QoS services into appropriate scheduling services as shown in the Table 27.

A traffic class can be divided into 3 classes: Hard QoS guarantee, Soft QoS guarantee and Best Effort. A Hard QoS guaranteed class ensures the constant bandwidth for applications, with such type traffic a packet delay, jitter and loss rate are very low. Some applications of this QoS type: VPN tunnel, leased line E1/T1. This type of IP layer QoS service can be mapped into UGS QoS scheduling service of 802.16 MAC layer.
A Soft QoS guarantee class can be divided to 2 subclasses: bandwidth guaranteed with regular delay and low jitter, e.g. VoIP, VOD (Voice on Demand), Digital TV.... The other subclass is no bandwidth guaranteed with long delay and jitter, as FTP application. Based on nature of 802.16 MAC layer scheduling services, bandwidth guaranteed subclass can be mapped into Real-Time Polling Service QoS class, and the no bandwidth guaranteed subclass can be mapped into Non Real-Time Polling Service Class.

And finally, the Best Effort traffic from IP layer can be mapped into Best Effort traffic class of MAC layer trivially [30].

C. Mapping between DiffServ Traffic Classes and IEEE 802.16 LL QoS Classes

In RFC 795, the IP Type of Service has the following fields:

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PRECEDENCE</td>
<td>D</td>
<td>T</td>
<td>R</td>
<td>0</td>
</tr>
</tbody>
</table>

Bits 0-2: Precedence.

Bit 3: 0 = Normal Delay, 1 = Low Delay.

Bits 4: 0 = Normal Throughput, 1 = High Throughput.

Bits 5: 0 = Normal Reliability, 1 = High Reliability.

Bits 6-7: Reserved for Future Use.

Where D-T-R trio means:

111 - Network Control
110 - Internetwork Control
101 - CRITIC/ECP
100 - Flash Override
011 – Flash
010 - Immediate
001 – Priority
000 – Routine

ToS Octet | P2 | P1 | P0 | T3 | T2 | T1 | T0 | 0 |
---|---|---|---|---|---|---|---|---|
DS Octet | DS5 | DS4 | DS3 | DS2 | DS1 | DS0 | ECN1 | ECN0 |

| Class Selector | Drop Precedence |

Figure 92: Differentiated Services Code Point

For DiffServ services, DSCP code is deployed for classification. As shown in Figure 92, the first 3 bits are for class selector, the middle 3 bits are for drop priority. There are three definitions of per-hop behaviour (PHB) to specify the forwarding treatment for the packet. Expedited forwarding (EF) is intended to provide a building block for low delay, low jitter and low loss services by ensuring that the EF aggregate is served at a certain configured rate. Assured Forwarding (AF) PHB group is to provider different levels of forwarding assurances for IP packets. Four AF classes are defined; where
each AF class is allocated a certain amount of forwarding resources (buffer space and bandwidth). Based on a number of per-hop behaviours (PHBs), different classes of aggregated traffic can be mapped into different connections directly. According to the DS octet, four rules are defined in [30] to map IP layer service into MAC layer services in Table 28.

<table>
<thead>
<tr>
<th>Traffic class</th>
<th>Service Description</th>
<th>DS Octet (DS5-3)</th>
<th>MAC layer Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard QoS guarantee</td>
<td>Critical</td>
<td>101</td>
<td>Unsolicited Grant Service</td>
</tr>
<tr>
<td>(eg. VPN tunnel, Leased line E1/T1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soft QoS guarantee</td>
<td>Flash, Immediate</td>
<td>100/011/010</td>
<td>Real-Time Polling Service</td>
</tr>
<tr>
<td>(eg. VoIP, VOD, digital TV, FTP)</td>
<td>Priority</td>
<td>001</td>
<td>Non-Real-Time Polling Service</td>
</tr>
<tr>
<td>Best effort (eg. HTTP)</td>
<td>Runtime</td>
<td>000</td>
<td>Best Effort</td>
</tr>
</tbody>
</table>

D. Mapping between IntServ Traffic Classes and DiffServ Classes

The mapping at the architectural level is still an open issue. Table 1 shows a list of possible options for mapping IntServ service types into DiffServ classes; it is not intended to be exhaustive, since many other mappings can be envisioned. Once a specific option is selected, the actual mapping of traffic parameters from the IntServ traffic specification to a specification suitable for the DiffServ domain must be defined. The specification in the DiffServ domain obviously depends on the DiffServ traffic class, Service Level Specification and admission control rules. Note also that the described scenarios are “static”: the mapping depends only on the IntServ service types; more complex “dynamic” scenarios are under study. In such scenarios the mapping can depend also on “policy” and administrative information (i.e. different users can have different contractual QoS levels) and on the requested and available resources (i.e. a different DiffServ traffic class can be selected depending on the “size” of the request and/or on the load of the network). The Guaranteed Service requires that the DiffServ network can provide a transport with bounded maximum delay and virtually no loss. The bound to the maximum delay must be known by the ingress ED and it is needed to update the advertised delay parameters in the ADSPEC object of the PATH messages. The Expedited Forwarding PHB is obviously the candidate transport mechanism to support the GS, but there are still several issues to be solved in order to implement GS with a DiffServ mechanism. In particular an end-to-end characterization of the EF PHB in a DiffServ network is needed: if the maximum delay is considered as the deterministic worst-case delay, it could easily exceed the performance target with few hops. The Controlled Load Service seems to be more easily tractable, as there are no strict guarantees to be provided by the network. Any DiffServ transport mechanism that can provide a given throughput and reasonable low delay and jitter is suitable. Of course the EF PHB is again suitable, but in this case also the AF PHB or even a priority level in the Class Selector Compliant (CSC) PHB could suit. The difference is that for the EF some simple engineering rules enable to define end-to-end services with guaranteed throughput. For the AF or CSC options the provisioning or admission control mechanisms should make sure that the amount of reserved resources can always provide the required throughput and avoid congestion phenomena.

The most conservative option is to use the token bucket peak rate as EEF rate, but this can limit the efficiency of utilization for busy sources. Other combinations of peak, average and bucket depth can be used to compute the input parameters to the DiffServ shaping and policing procedures in the ED. Assuming, for example, that per flow shaping is performed in the ED, the most efficient option is to use the average rate as DiffServ EEF rate. In this case the shaping buffer size allocated per each flow must be equal to the bucket size.
Some previous works (RFC 2998),[35],[36],[37] has proposed how to map IntServ service to appropriate DiffServ service. In order to combine the superior scalability of DiffServ model with IntServ superior QoS support capabilities, the ISSL (Integrated Service to over Specific Link Layers) working group of the IETF proposed the interoperation between these two models (RFC 2998). The defined approach combines the IntServ model features - Capability to establish and maintain resources reservations through network elements – with scalability provided by the DiffServ model. The IntServ model is applicable in the network core to take advantage of its scalability. The boundary routers between these two networks are responsible for mapping the IntServ flows into the DiffServ classes. These functions include the choice of the most appropriate PHB to support the flow and the use of admission control (AC) and policing functions on the flows at the entrance of the DiffServ region.

In the border between the IntServ and DiffServ regions, the network elements must perform the mapping of the requested IntServ service into a DiffServ class of service. The DiffServ class must be selected in a way to support the type of IntServ service requested for application. Taking into account the already defined IntServ services (GS and CLS), the PHBs currently available in DiffServ (AF and EF) and, considering the characteristics of each service and PHB respectively, the choice of mapping between service CL and PHB AF, and between service GS and PHB EF is evident.

The mapping of the CL service into the AF PHBs must be based on the burst time of the CL flow [35]. This way, the flows are grouped in the AF class which provides the better guarantee that the packet average queue delay does not exceed the burst time of the flow. The mapping can be static or dynamic: static mapping is defined by the administrator of the network; the dynamic mapping is driven according to the characteristics of the existing traffic in the network.

In [36], A. Pereira et al. proposed a mapping mechanism between the Controlled-Load service of the IntServ model and the Assured Forwarding PHB group of the DiffServ model. The proposed mapping mechanism included a dynamic Admission Control module that takes into account the state of the DiffServ network. In their approach, the decision of mapping and admission of a new IntServ flow in the DiffServ region is based on the behaviour of previous flows to the same IntServ destination network. This behaviour is evaluated by of delay and losses suffered by the flows in the DiffServ region. The strategy adopted is based on the monitoring of flows at both the ingress and the egress of DiffServ domains to evaluate if the QoS of the mapped flows was degraded or not. In the case where no degradation occurs new flows can be admitted and mapped. On the other hand, if the QoS characteristics have been degraded, no more flows can be admitted into the DiffServ network ingress and the number of active flows must be reduced. By monitoring the flows at the egress of the DiffServ domain, the QoS characteristics are evaluated on the basis of the packet loss, since the queuing delay is less representative and more difficult to treat with passive measurements due to its wide variability and to the difficulty of clock synchronization. The proposed strategy for mapping IntServ flows into DiffServ classes is based on two mechanisms located in the network elements at the boundary of the DiffServ region: the Mapper and the Meter. In the edge router at the ingress of DiffServ domain, the Mapper maps CL flows into the AF class that better supports the IntServ service. This mechanism acts on the basis of the information supplied by the Meter mechanism located in edge router at the egress of the DiffServ domain. The Meter mechanism interacts with the modules of the IntServ model, and with the meter module of the DiffServ model (which is responsible for accounting, for each flow, the packets in agreement with the attributed DSCP). Whenever a RSVP message of reserve removal occurs, the collected information is inserted in a new object called DIFFSERV_STATUS and is sent to the ingress edge router of the DiffServ domain such that it can be taken into account for the next flow mapping.

**E. Channel Model for Performance Evaluation of APS**

In our model, the wireless channel quality is characterized by the received signal-to-noise ratio (SNR). The received SNR range is partitioned into intervals, and each interval is assigned to one burst profile, which consist of a modulation and a channel coding technique used to tell which data rate is used to transfer data in downlink (or uplink) between BS and each SSs. An SS measures the received signal level sent by the BS and decides which burst profile is the best for its downlink transmission. The burst profile change request then can be sent to the BS on the up-link. To simulate wireless channel, we use the model presented in [26] by H.S. Wang et al.
In most previous works, the two-state Markov channel was used to model wireless channel. In a two-state Markov channel known as the Gilbert–Elliot channel, each state corresponds to a specific channel quality which is either noiseless or totally noisy. But this model is not adequate in our case where the channel quality varies drastically. Therefore a finite-state Markov model [26] is a good model to simulate our wireless channel as Figure 93.

Figure 93: Rayleigh fading channel with K-state Markov model.

Let $S = \{0, 1, \ldots, K-1\}$ denotes a finite set of states. By partitioning the range of the received SNR into a finite number of intervals, Finite State Markov Chain (FSMC) models can be constructed for Rayleigh fading channels [26]. The members of set $S$ correspond to those partitions. Now let $\{S_n\}, n = 0, 1, \ldots$ be a stationary Markov process. Since a stationary Markov process has the property of time-invariant transition probabilities, the transition probability $p_{i,j}$ in Figure 93 is independent of the time index $n$ and can be written as:

$$p_{i,j} = \Pr(S_{n+1} = s_j \mid S_n = s_i), \quad n = 0, 1, \ldots$$

(E.1)

The transition is only happened between adjacent states, so

$$p_{i,j} = 0, \quad |j-i| > 1, \quad i, j \in \{0, 1, \ldots, K-1\}. \quad (E.2)$$

Otherwise, the Rayleigh fading channel is assumed slow enough that the received SNR remains at a certain level for the time duration of a channel symbol.

In a typical multi-path propagation environment, the received signal envelope has Rayleigh distribution. With additive Gaussian noise, the received instantaneous SNR $\gamma$ is distributed exponentially with probability density function (PDF)

$$p(\gamma) = \frac{1}{\gamma_0} \exp(-\frac{\gamma}{\gamma_0}), \quad \gamma \geq 0 \quad (E.3)$$

Where $\gamma_0$ is the average SNR ($\gamma_0 = \mathbb{E}[A_k]$). An FSMC model can be build to represent the time-varying behaviour of the Rayleigh fading channel. The received SNR is partitioned into finite number of intervals. Let $A_0 = 0 < A_1 < A_2 < \cdots < A_K = \infty$ be the thresholds of the received SNR. Then the channel is in state $k$ if the received SNR is between $A_k$ and $A_{k+1}$. A received packet is said to be in channel state $s_k, k = 0, 1, \ldots, K-1$, if the SNR values in the packet varies in the range $[A_k, A_{k+1})$.

Let $R$ be a symbol rate and fixed. The transition probability $P_{k,k+1}$ can be approximated by the ratio of the expected level crossing $N(A_{k+1})$ from the state $s_k$ to $s_{k+1}$ divided by average symbols per second, where $N(A)$ is the expected number of times per second the received SNR passes downward across the threshold $A$ is the level crossing function given by
\[ N(A) = \sqrt{\frac{2\pi A}{\nu_0}} f_d \exp(-\frac{A}{\nu_0}) \]  

(E.4)

Where the maximum Doppler frequency \( f_d \) is defined as \( f_d = \frac{V}{\lambda} \), where \( V \) is the mobile’s speed, and \( \lambda \) is the wavelength.

Similarly, the transition probability \( p_{k,k-1} \) can be approximated by the ratio of the expected level crossing \( N(A_k) \) from the state \( s_k \) to \( s_{k-1} \) divided by average symbols per second.

In this FSMC model, transitions are just allowed from given state to its two adjacent states only. So the transition probabilities \( p_{i,j} \) can be determined using the following equations:

\[
\begin{align*}
p_{k,k+1} &= \frac{N(A_{k+1})}{R_k}, & k = 0, 1, ..., K - 2 \\
p_{k,k-1} &= \frac{N(A_k)}{R_k}, & k = 1, 2, ..., K - 1
\end{align*}
\]

(E.5)

These equations (E.2) and (E.5) can be used to calculate the transition probability matrix of wireless channel of our simulation. The steady state probabilities can be easily calculated as in a usual birth-dead process.